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We propose a method that uses ultrasound audio sig-
nals from a multichannel microphone array to esti-
mate the positions of flying bats. The proposed model
uses a deep convolutional neural network that takes
multichannel signals as input and outputs the proba-
bility maps of the locations of bats. We present ex-
perimental results using two ultrasound audio clips of
different bat species and show numerical simulations
with synthetically generated sounds.
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1. Introduction

Bats use ultrasound to perceive their surrounding envi-
ronment. Research on the ecology of bats is expected to
elucidate the mechanism of biosonar, acoustic navigation,
and complex swarm behaviors, as well as to develop new
sensors and navigation systems. To this end, obtaining the
trajectories of flying bats is important for studying the re-
lationship between flight paths and target approaching or
foraging [1, 2]. Currently, there are two types of methods
for estimating bat trajectories. One is the arrival time dif-
ference using a microphone array [3-5], typically used in
field settings. As bats regularly emit ultrasound pulses to
locate their own positions, we can record the pulses with
calibrated microphones and calculate the position of the
bat from the difference in the arrival times of the signals
at different microphones. However, it is time-consuming
for human operators to process multichannel audio signals
to calculate the time difference, particularly when two or
more bats fly simultaneously. The other method is stereo
camera measurements [6]. This approach can be applied
for multiple flying bats in both indoor and outdoor set-
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High speed video cameras
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Fig. 1. Experimental setup in a laboratory room of the size
6m x 4.5m x 2.35m[7].

tings; however, it is difficult to detect and track bats in
stereo images automatically or even manually. This is be-
cause bats are difficult to identify in the dark in the field,
or even during a single flight in a laboratory room, ow-
ing to the low lighting conditions and the limited sensor
dynamic range of the stereo camera. A relatively brighter
environment is necessary for the functioning of automatic
tracking systems, but this is not the case in the field envi-
ronment, and even in laboratory experiments.

Therefore, we focus on the difficulty of the approach
using a microphone array because a larger flying space
can be captured and pulse sounds (and also emitted di-
rections) are important for research on bats. As a first
step, in this study we tackle this problem with a micro-
phone array installed in a laboratory room (see Fig. 1).
We propose an automatic method for localizing bat po-
sitions and estimating flying trajectories using multichan-
nel audio signals. We develop a deep convolutional neural
network (CNN) model that takes multichannel signals as
the input and outputs the coordinates of bats. As ground-
truth coordinates to be estimated, we use the locations
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obtained using a stereo camera with manual annotations.
This approach considerably reduces the processing time
from several hours with manual operation to a few min-
utes, once the model has been trained on a calibrated set-
ting.

A naive approach is to minimize the loss (or cost func-
tion) between the ground-truth and estimated coordinates
of the target bat (Section 3.1). It is straightforward, but
not applicable to the case of multiple bats flying simul-
taneously. Therefore, we adopt another approach to es-
timate a probability map that represents the locations of
multiple bats (Section 3.2). Multiple locations of bats can
be obtained by detecting the peaks in the map. The above
approaches take a clip of multichannel signals in a cer-
tain time window as input and estimate the bat location(s).
To obtain the trajectory, we propose to estimate multi-
ple maps at successive time steps simultaneously (Sec-
tion 3.3), which is better than estimating locations at dif-
ferent times separately in terms of temporal coherency. In
addition, we estimate the number of bats flying simulta-
neously by using an additional branch in the CNN model
(Section 3.4).

Experimental results (Section 4.2) of two different
species (Rhinolophus ferrumequinum nippon and Min-
iopterus fuliginosus) demonstrate the feasibility of the
proposed method. Real data for these experiments are
limited, and we show results with synthetically generated
multichannel signals by using a simple audio simulation
(Section 4.3). The simulation can generate a vast amount
of synthetic signals useful for training the CNN model;
therefore, this approach is a promising route to extend our
method to a field setting with a predefined calibrated mi-
crophone array.

2. Related Work

2.1. Stereo Camera

Stereo cameras have been used to obtain the coordi-
nates of objects and points in a 3D scene that are visi-
ble from both cameras. They are based on triangulation;
typically, the cameras are tightly fixed on a stereo rig,
and then, their parameters are calibrated prior to stereo
measurements. This approach has been adopted to lo-
calize flying animals [6] by tracking each animal in each
stereo image; however, it typically involves human anno-
tations or corrections. This is because automatic (or semi-
automatic) methods for detecting and tracking bats often
fail due to the low visibility of black bats in a dark envi-
ronment with low lighting conditions, or their high-speed
motion compared with the shutter speed and frame rate of
the camera, as well as the relatively low resolution of bats
in the stereo images.

2.2. Difference of Arrival Times

Sound source localization (SSL) is a well-known prob-
lem in signal processing for estimating the location of a
sound source. A basic approach is to use the difference
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in the arrival times of the same audio signal at three or
more different microphones [8—10]. SSL has been studied
for various applications, such as human interactive robots
and speaker tracking in meetings. This approach has been
used to localize bats flying in outdoor environments [3].
The ultrasound pulses emitted by bats were recorded at
a very high sampling frequency (e.g., 500 kHz). These
pulses are so highly directional that the microphone array
is typically placed such that it surrounds the flying space
of the bats, to record pulses in any direction. The prob-
lem is that processing multichannel audio signals involves
many human operations to eliminate the mismatches of
pulses in different channels, even with custom-made soft-
ware for this task, and even in the case of a single flying
bat (multiple bats worsen the situation because of the need
for the separation of their mixed pulses).

2.3. Deep Learning Approaches

As it is difficult for naive SSL methods to handle real
environments with noise and multiple sound sources, deep
learning approaches have recently gained considerable at-
tention. These approaches typically estimate the vertical
and horizontal direction angles of sound sources using a
stereo microphone [11-13].

Audio signals are often converted to spectrograms,
which are 2D visualization of 1D signals, whose vertical
and horizontal axes represent the frequency and time, re-
spectively, and the intensity indicates the power of the sig-
nal at a specified frequency and time. Several studies [11,
12,14-26] localized sound sources using spectrogram-
based deep models; however, these studies estimated the
direction of arrival of sound at the microphones, not the
locations of the sound sources. Recently the work by
Vera-Diaz et al. [27] has estimated the coordinates of a
speaker by using two microphone arrays placed on a ta-
ble. Their CNN model takes raw multichannel audio sig-
nals as input and outputs the coordinates; therefore, it is
not applicable to multiple sound sources.

In this study, our CNN model localizes multiple bats
from their raw multichannel audio signals directly, which
is inspired by [27] applied to multichannel electroen-
cephalogram (EEG) signals [28,29]. Instead of estimat-
ing the coordinates of a single sound source, we estimate
a probability map representing the locations of multiple
sound sources, followed by peak detection in the map,
which is a common approach for pose estimation [30, 31].
In addition, our main motivation is to obtain the trajecto-
ries of flying bats. This is a dynamic auditory situation
and is very challenging. This is completely different from
scenes including only static sound sources, which were
considered in all the above studies with deep models.

3. Method

In this study, we focus on finding the 2D (x and y) coor-
dinates of bats, although our framework can be extended
to 3D localization with the 3D configurations of micro-
phones.
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Fig. 2. Overview of coordinate estimation.

3.1. Coordinate Estimation

First, we introduce a naive and intuitive approach as a
baseline for the following approaches. In this case, we
directly estimate the 2D coordinates of a single sound
source from a fixed-size clip of the multichannel signals.
An overview of the system is shown in Fig. 2.

Let I' € R®*T be the input of multichannel signals with
C channels (called a sound clip) and a duration T at time ¢,
and let x',# € R? be the ground-truth and estimated 2D
coordinates of a bat, respectively. We use a CNN model
that takes I’ as the input and outputs the prediction £, to
minimize the following loss function:

1
E||)5—fc’||§, N ¢ )

Lcoord =

which is a commonly used mean-square-error (MSE) loss.

3.2. Map Estimation

Estimating a map to detect multiple points in an image
has been used for image understanding [30, 31]. Here, we
estimate the coordinates of multiple sound sources from
a fixed-size clip of a multichannel signal. To this end,
we estimate a 2D map of multiple bat locations instead of
a single pair of 2D coordinates. This map has a higher
value if a bat is likely to exist in each discretized loca-
tion of the 2D grid. Ground-truth maps are generated us-
ing a Gaussian distribution via the following procedure.
First, the actual coordinates of the bats are obtained using
stereo camera measurements as before. Then, we create
2D Gaussian distributions with a fixed variance, whereas
the mean locations of each Gaussian shape are specified
by the ground-truth coordinates. Finally, all the Gaussian
shapes are aggregated to create a single map. Examples
are shown in Fig. 3. Note that the isometric Gaussian
shape is used in this study for simplicity, and more com-
plex shapes will be considered in the future.

Let m', /' € RV be the ground-truth and estimated
maps at time ¢, respectively, and we minimize the MSE
loss function, which is commonly used for pose estima-
tion [30, 31], as follows:

1

Lmap HWHm —mt”z, e e e e e v e e (2)
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where H and W are the height and width of the map, re-
spectively. From the predicted map 7', single or multiple
peak(s) are detected to obtain the final estimation of the
bat locations. Note that we only consider peaks in this
study, whereas the map distribution may also have impor-
tant information on the uncertainty of the bat locations.

Our CNN model for map estimation has an encoder-
decoder architecture. The architecture of the encoder is
almost the same as the coordinate estimation. The en-
coded feature is then reshaped into a 1D vector and fed
to the fully connected (FC) layers. The resulting feature
vector is then reshaped into a tensor of size C x H' x W',
The decoder subsequently increases the spatial resolution
while reducing the channel dimensions. Finally, we use a
1 x 1 convolution with a single-channel output followed
by a sigmoid, and obtain a 2D map estimation &’ of size
HxW.

3.3. Simultaneous N Map Estimation

The two aforementioned approaches have the same is-
sue. If the sound sources are static (i.e., fixed in the au-
ditory scene), then these approaches function as expected
because an input multichannel sound clip corresponds to
the ground-truth locations of the sound sources. However,
our motivation is to obtain the trajectories of flying bats
with a single audio clip, and in this case, a single ground-
truth location for the audio clip is not suitable for training
CNN models.

Two additional issues need to be addressed. 1) Silent
clips: depending on the duration of the clip, no bat sounds
are included in the clip. The clip is silent, and it should
not be used because it has no information for the estima-
tion. However, it is not easy to determine whether the clip
is silent due to environmental noise. 2) Temporal inco-
herency: after the estimation of bat locations for a given
clip at a certain time, the next locations are estimated from
the next clip at the next time step. In this case, locations
at different times are estimated independently, and may
be inconsistent between successive time steps even if the
ground-truth locations have a smooth trajectory over time.

Therefore, we propose the use of a relatively longer au-
dio clip to avoid the issue of silent clips, and estimate
N maps at multiple time steps, rather than a single time
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Fig. 4. Estimation of (right) a single map and (left) multiple
N maps simultaneously.
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step (see Fig. 4). Let I' € RET' be the input of multi-
channel signals with C channels and a duration 7" (> T)
at time 7, and m’, i’ € RI>*W*N be the ground-truth and
estimated N maps, respectively. The MSE loss function is
computed over N maps as follows:

1

LNmap:m”mt—ﬁ’ltH%.. e e e (3)

3.4. Estimating the Number of Bats

The peak detection in the maps used herein is simple,
and requires the number of peaks (bats). This number is
known in indoor experiments; however, it is not known
in advance in other situations, typically in outdoor scenes
to which we intend to extend our method in the future.
To this end, we add a branch to estimate the number of
bats in parallel to the map estimation branch (see Fig. 5).
The output of the number branch is not a single integer,
but instead an n-dimensional categorical one-hot encod-
ing vector y = (po, p1,---,Pn), whose elements represent
different integers from 0, 1,...,n. This is because we in-
tend to represent probabilities over the number of bats as
confidence.

The loss function for the number branch is a common
cross entropy (CE) expressed as follows:

n
Y yelogpe, . ... ... L0 @)
c=0

Lyym = —

where p. is the predicted probability that the number is
¢, normalized to be a unit } . p. = 1, and y. is the c-th
element of the ground truth y.

The final loss is the combination of the map loss and
the number loss with a weight A as follows:

L=Alymap+Loam - -+ o oo (5)
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Table 1. CNN architecture for coordinate estimation.

Stage 1 2 3 4 5
Blocks 2 2 3 3 3
Channels 32 32 64 64 64

1D filter size 11 11 11 17 17

4. Experimental Results

In this section, we report the experimental results using
real data and numerical simulations. First, we describe
the details of this setting.

4.1. Experimental Setting
4.1.1. Coordinate Estimation

To extract features from a clip I, the CNN model con-
sists of five stages of blocks, as listed in Table 1. Each
block has a 1D temporal convolution layer with the spec-
ified output channels and temporal filter size, followed by
batch normalization (BN) and rectified linear unit (ReL.U)
activation. Max pooling layers were inserted between
each stage to halve the temporal resolution. After reshap-
ing the feature into a 1D vector, three FC layers with the
output units of 5120, 1024, and 2 were used for predicting
%,

The time window T of the clip was set to 16,666 points
based on the following considerations. The maximum
flight speed of the bats in the laboratory was approxi-
mately 4-5 m/s, corresponding to 10-20 cm in 1/30 s.
On average, bats emit ultrasound pulses every 30—40 ms.
Furthermore, the maximum distance between the walls
of the laboratory was approximately 6 m, which indi-
cates that the sound waves reach all the microphones
within approximately 22 ms, assuming the sound speed
of 340 m/s. Hence, if the time window is set to 1/30 s
= 16,666 points, the ultrasound pulse emitted by the bats
at the beginning of the time window arrives at all the mi-
crophones in the same time window. Thus, localization
is expected to be realized by using the difference of ar-
rival times of the ultrasound pulse. Note that the win-
dow size should be modified accordingly when the field
size is different from the current setting. For training,
the clips were extracted by shifting 1024 points from a
long original signal sequence. Therefore, 15,642 out of
16,666 points overlapped in successive clips.

4.1.2. Map Estimation

In this study, the map size was set to 256 x 256 pixels,
which indicates that the size of a single grid of the map
was approximately 20 mm compared to the room size.
This grid size is small relative to the size of typical bats
(20-50 mm, without wings). The standard deviation of
the 2D Gaussian distributions for the ground-truth maps
was v/200 ~ 14 pixels.

The architecture of the encoder-decoder model for map
estimation is shown in Table 2, which is almost the same
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Table 2. Encoder (top) and decoder (bottom) in the CNN
architecture for the map estimation.

Encoder stage 1 2 3 4 5 6

Blocks 2 2 3 3 3 3
Channels 32 32 64 64 64 064
1D filter size 21 21 21 35 35 35
Decoder stage 1 2 3 4
Blocks 2 2 2 2
Channels 32 16 8 4
2D filter size 3x3

Table 3. Encoder (top) and decoder (bottom) in the CNN
architecture for the simultaneous N map estimation. The 3D
filters in the decoder have the dimensions H X W x N.

Encoder stage 1 2 3 4 5 6
Blocks 2 2 3 3 3 3
Channels 64 128 256 512 1024 1024
1D filter size 21 21 21 35 35 35

Decoderstage 1 2 3 4 5

Blocks 2 2 2 2 2

Channels § 8 8 4 2

3D filter size 3x3x35

as the coordinate estimation. The encoded feature was
then reshaped into a 1D vector and fed to two FC layers
with the output units of 8192. The resulting feature vector
was then reshaped into a tensor of size C x H' x W/ =
32 x 16 x 16.

We detected peaks from the estimated map as follows.
First, a max filter of size 25 was applied to the estimated
map. Then, the maximum location was detected as the
first peak. Next, we removed map values larger than
0.5 times the value of the detected first peak. We then
detected the next peak. This process was repeated until
a specified number of peaks were obtained. This method
is simple, but it fails when there are numerous bats; how-
ever, it is effective for the following experiments.

4.1.3. Simultaneous N Map Estimation

Table 3 shows the architecture of the CNN model.
Here, we used the time window of 7' = 61,440 points,
corresponding to 120 ms, which is sufficiently long to
avoid a clip being silent compared with the average emis-
sion intervals of 30-40 ms. The number of maps was set
to N = 60; hence, maps were effectively estimated every
2 ms.

For training, the clips were extracted by shifting
1024 points from a long original signal sequence. There-
fore, 60,416 out of 61,440 points overlapped in successive
clips.

4.1.4. Number Estimation

In the following experiments, the maximum number of
bats was n = 3, which was known in advance. The frame-
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Table 4. Estimation errors (RMSE) in mm of coordinates,
simultaneous N coordinates, map, and simultaneous N maps
for R. ferrumequinum nippon.

Train Test
Coordinates 23.676  935.327
N coordinates  59.036  430.466
Map 16.237  531.698
N maps 20.573  221.708

work will be extended for a larger number of bats using
probability in the future.

4.2. Real Environment

We used two real ultrasound multichannel sounds, each
for two different species; Rhinolophus ferrumequinum
nippon and Miniopterus fuliginosus.

We compared the following variations: coordinates,
map, simultaneous N maps, and simultaneous N maps
with the number estimation branch.

4.2.1. Recording Setup

The multichannel ultrasound audio signals were
recorded by 20 microphones (excluding broken ones)
placed at regular intervals on the wall of the laboratory at
the same height (1.2 m) from the floor level [7] as shown
in Fig. 1. The sampling frequency was 500 kHz, and each
channel of (for example) 60-s sound data was a time series
of 500 kHz x 60 s = 30,000,000 points. Bats flew in this
environment, and the task was to localize the coordinates
of the bats from the 20-ch signals.

A calibrated stereo camera was installed at the edge of
the room with a viewing angle of 30.4°H x 22.6°V. The
bat locations in the stereo images were detected manu-
ally by operators or semi-automatically by a commercial
tracking software. The 3D locations were recovered so
that the origin of the coordinate system was almost the
center of the room. The video and audio recordings were
synchronized at the beginning with a mechanical trigger.
The frame rate was 30 fps, and the bat locations were lin-
early interpolated to generate ground-truth coordinates.

4.2.2. Results for R. ferrumequinum nippon

In the data for R. ferrumequinum nippon, an ultrasound
audio signal of a single flying bat was recorded for ap-
proximately 60 s. We evaluated the models in a hold-out
setting, which is common for time series prediction, by
using the fist 50 s for training and the remaining 10 s for
the test.

Table 4 shows the root mean squared error (RMSE) of
estimation for the training and test sets. For both coor-
dinate and map estimations, the training errors increased
with the simultaneous estimation, whereas the test errors
decreased. This demonstrates that the single estimation is
prone to overfitting the training set, probably due to the
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Experimental results for R. ferrumequinum nippon (train and test). From top to bottom, the results of estimation of

coordinates, simultaneous N coordinates, map, and simultaneous N maps. In the left, the estimated trajectories of training data are
shown, whereas the trajectories of test data are shown in the right. In each setting, a 2D plot in x-y coordinates and two plots with
x-t and y-t axes are shown. The predicted trajectories are shown in black, whereas the ground-truth trajectories are shown in gray.

silent clip issue. The N map estimation with the num-
ber branch performed the best for the test set. The error
was approximately 221 mm, which is almost the mini-
mum possible error because the bats move 10-20 cm in
1/30 s as stated in Section 3.1.

The estimated trajectories are shown in Fig. 6 for the
training and test sets. We did not perform any post-
processing (such as filtering); hence, the coordinate es-
timation suffers from temporal incoherency. In contrast,
the simultaneous map estimation estimates the test trajec-
tory with small visible errors. Note that peak detection
often fails because a flat map without any maximum is
predicted. Plots are missing in such cases, and map esti-
mation is severely degraded by this issue, whereas N map
estimation is less affected.

Note that the estimated trajectories of the test data miss
the locations in the bottom part (lower part in the y-axis
of the 2D plot). The ground-truth trajectory (gray curves)
goes beyond the bottom of the plot, whereas the corre-
sponding y coordinate of the predicted trajectories (black
curves) does not follow. This discrepancy was due to the
difference between the training and test data. A model
learned from data is likely to overfit the lack of variation
in location in the training data. However, this is inevitable
in the case of our experiment because we can not control
the flight of the bats. A possible approach is to use syn-
thetically generated data with a large variety instead of
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Table 5. Estimation errors (RMSE) in mm of coordinates,
simultaneous N coordinates, map, simultaneous N maps, and
with the number estimation branch for M. fuliginosus.

Train
Coordinates 17.166
N coordinates 41.803
Map 29.553
N maps 83.632
N maps with number  81.508

real data with limited variety. We investigated the possi-
bility of using this approach in the following subsection.

4.2.3. Results for M. fuliginosus

In the data for M. fuliginosus, there were three bats in
total. Initially, the first bat was released, and it flew for
30 s. Then, the second bat was released, and two bats
flew for the next 20 s. Finally, the third bat was released,
and three bats flew for 10 s. These data are too limited
to be used for training in a hold-out setting; therefore, we
report training errors only as a reference.

The training RMSEs are listed in Table 5. Similar to
Table 4, using simultaneous N map estimation increased
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Fig. 7. Experimental results for M. fuliginosus (train only). From top to bottom and left to right, the results of estimation of
coordinates, simultaneous N coordinates, map, simultaneous N maps, and simultaneous N maps with the number estimation branch
for the 1st, 2nd, and 3rd bats, respectively. In each setting, a 2D plot in x-y coordinates and two plots with x-# and y-¢ axes are
shown. The predicted trajectories are shown in black, whereas the ground-truth trajectories are shown in gray.

the training errors for both the coordinate and map esti-
mations. However, adding the number estimation branch
to the N map estimation performed better.

Figure 7 shows the estimated trajectories of the train-
ing set. For coordinate estimation, the trajectories are
shown only for the first bat because a single pair of 2D
coordinates can be predicted. Compared with Fig. 6, the
trajectories are not in a regular circle, particularly for the
first bat.

In reality, training errors do not reflect any aspect of test
errors; however, annotation costs for these kinds of data
are very high, and it is inevitable to use a small amount
of data for analysis in ecology involving animals (as in
our case) compared with big data in computer science.

Journal of Robotics and Mechatronics Vol.33 No.3, 2021

Therefore, we perform numerical simulations, as shown
in the following subsection.

4.3. Numerical Simulation

Here, we describe the generation of synthetic pulses of
bats. First, we prepared a single-channel clip of an ultra-
sound pulse for R. ferrumequinum nippon recorded using
a nearby microphone. Then, we virtually made a bat fly
in a 2D room of size 6 m x 6 m, in which microphones
were set around the wall. The virtual bat was assumed to
emit pulses inside the room at least 10 cm away from the
wall at a random point inside the area of 5.9 m x 5.9 m,
toward a random direction. To this end, we placed the
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Fig. 8. An example of generated trajectories. The circles
are bat locations, and the arrows show the pulse emission
directions. The digits on the wall are microphone IDs.

sound source at the point and played the clip into the di-
rection repeatedly for a certain duration.

The sound pulse was attenuated before being recorded
by the microphones. We simulated the sound fall-off by
using an attenuation with distance [32] as well as the di-
rectional fall-off of the pulse emission [33]. Let x be the
angle from the emission direction, and the directional fall-
off Ly;, is represented by a Gaussian Lg;, = exp (—%)
ﬁ, where b is the fall-off width, which is
set to 70° in this case. The attenuation is given by L, =
Lgir * Laps, where Ly is the diffusional decay Ly = ro/r
to the distance r with the reference ro = 0.001 m. L,

is the absorption L., = exp (20;{; Ofoe

a = 1.5 dB/m. The final fall-off of the signal is repre-
sented by Ly, = Lyir % Lay.

A virtually recorded signal for each microphone is the
original signal at the emitting point, but attenuated by the
final fall-off, and shifted in time for sound propagation at
a speed of 340 m/s. In a sound clip of duration 7, we
moved the virtual bat by specifying five random points.
The first point was randomly chosen in the valid area, and
we then moved randomly toward the direction within an
angle less than %n from the previous moving direction
(except for the first move). The distance to the next point
was randomly sampled from a Gaussian with a mean of
114 mm and a standard deviation of 27 mm (these param-
eters were empirically chosen). The number of bats was
randomly set to one or two. Note that, for simplicity, we
ignored the Doppler effect (the flying speed was slow) and
echoes from the walls (the pulse was short).

We generated 1000 synthetic clips for training, and es-
timated the trajectories of another 1000 clips for evalua-
tion. An example is shown in Fig. 8. The RMSEs are
listed in Table 6. This numerical simulation did not con-

with 0 =

) with a constant
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Table 6. Estimation errors (RMSE) in mm in the numerical
simulation.

RMSE
N maps 70.748
N maps with number  85.494

—— loss with numbers
—— loss without numbers

1000 2000 3000 4000 5000
iterations

Fig. 9. Convergence of losses with and without the number
branch.

firm the effectiveness of the number branch in terms of
RMSE. Nevertheless, the addition of the branch consid-
erably reduced the loss, as shown in Fig. 9, probably due
to the help of the additional information from the num-
ber branch. This is promising for simulations with a large
amount of synthetic data.

5. Conclusions

In this paper, we proposed CNN models to estimate
bat locations by using multichannel ultrasound signals
recorded using a microphone array. The experimental
evaluation was limited; however, the experimental re-
sults showed that our map estimation approaches per-
formed better than the coordinate estimation for real data
of R. ferrumequinum nippon, as shown in the bottom row
of Fig. 6 and the rightmost column in Table 4. We plan
to perform additional experiments to demonstrate the ef-
fectiveness of the proposed approach. Our approach is
data-driven and automatically estimates the trajectories of
flying bats from sound data. However, the limitation of
this method is that we need a large and reasonable dataset
for a better performance. In the current study, we also
performed a numerical simulation to train the model with
synthetically generated audio signals. We believe that ex-
tending this simulation would be helpful in training CNN
models applicable to field settings, which will be our fu-
ture work.
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