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Automated mobile platforms are commonly used to
provide services for people in an intelligent environ-
ment. Data on the physical position of personal elec-
tronic devices or mobile robots are important for in-
formation services and robotic applications. There-
fore, automated mobile robots are required to recon-
struct location data in surveillance tasks. This paper
describes the development of an autonomous mobile
robot to achieve tasks in intelligent environments. In
particular, the robot constructed route maps in out-
door environments using laser imaging detection and
ranging (LiDAR), and RGB-D sensors via simultane-
ous localization and mapping. The mobile robot sys-
tem was developed based on a robot operating sys-
tem (ROS), reusing existing software. The robot par-
ticipated in the Nakanoshima Challenge, which is an
experimental demonstration test of mobile robots in
Osaka, Japan. The results of the experiments and out-
door field tests demonstrate the feasibility of the pro-
posed robot system.
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1. Introduction

With the recent developments in autonomous mobil-
ity technologies for mobile robots, various service robots
have been proposed to provide services in urban envi-
ronments such as autonomous transportation robots that
deliver products to their destinations and security robots
that patrol streets. Aiming for a society in which hu-
mans and robots coexist, robot challenge events are or-
ganized. Examples are the Tsukuba Challenge [1] and
Nakanoshima Challenge [2,3,a]. These events provide
various challenges for mobile robots, such as identifying
moving objects, detecting a target person, and recogniz-
ing the environment to comply with traffic laws and regu-
lations. To address these challenges, researchers have de-
veloped various autonomous robots [4—8] and techniques
for autonomous robot services such as mapping, naviga-
tion, recognition, and control algorithms.

This paper reports on the development of an au-
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tonomous mobile robot designed to complete tasks in
intelligent environments. The robot participated in
the Nakanoshima Challenge, which is an experimental
demonstration test of mobile robots [9]. Recently, the
construction of an intelligent environment based on mul-
tipoint ambient sensing was studied in robotics and sys-
tem integration [10]. In these studies, data on the physical
position of personal electronic devices or mobile robots
were important for information services and robotic ap-
plications. In an intelligent environment, humans and
robots may use sensor devices to obtain location-related
information to complete their tasks. Thus, correlating
the sensor information with location information from the
records of the measurements is necessary. We have con-
ducted several studies, such as the probabilistic localiza-
tion of mobile clients in multi-storied buildings [11], lo-
calization of mobile robots in environments with translu-
cent objects such as windows and shrubberies [12],
and sensor data fusion for localization in indoor struc-
tures [13]. Overall, automated mobile robots must acquire
precise location data in an intelligent environment.

We verified the performance of the autonomous mobile
robot in various tasks, such as mapping, navigation, con-
trol algorithm, and data acquisition to construct intelligent
environments. In addition, we aimed to develop a safe and
reliable service robot that can autonomously move in an
urban environment. Hence, we aim to construct a safe au-
tonomous robot for intelligent environments according to
the safety regulations and rules of the Nakanoshima Chal-
lenge.

In this study, we used the software packages of a robot
operating system (ROS) [14,b] reusing the software de-
veloped for existing robots. In addition, to save time, we
used a mobile robot base for which ROS software pack-
ages already have been developed. Importantly, we ana-
lyzed the results of outdoor field tests particularly safety
measures from robotic challenge regulations to evaluate
the feasibility of the developed robotic system.

1211

© Fuji Technology Press Ltd. Creative Commons CC BY-ND: This s an Open Access article distributed under the terms of
BY ND the Creative Commons Attribution-NoDerivatives 4.0 International License (http://creativecommons.org/licenses/by-nd/4.0/).


http://creativecommons.org/licenses/by-nd/4.0/

Umetani, T., Kondo, Y., and Tokuda, T.

2. System Design for a Mobile Robot Platform
for the Nakanoshima Challenge

This section describes the system design of the robot
developed for the Nakanoshima Challenge. First, we
present the mobile robot technology that is required to
construct an intelligent environment and provide services.
Second, we describe the goals and task settings of the
robotic challenge. Third, we detail the hardware configu-
rations of the developed mobile robot. Finally, we outline
the design of the control system.

2.1. Mobile Robot to Construct an Intelligent
Environment

This subsection describes a mobile robot that constructs
an intelligent environment system to provide services in
this system. In previous studies, various sensors and net-
work infrastructures were installed to construct an intelli-
gent environment [10]. In these environments, the robot
completes the required tasks based on the data collected
from the environmental sensors.

In an intelligent environment, humans and robots may
use sensor devices to obtain location-related information
to complete their tasks. Therefore, the placement of sen-
sors when constructing an intelligent environment should
be planned to ensure optimal coverage and avoid blind
spots. Location information must be acquired using the
information transmitted by the communication and spatial
infrastructure of the devices used by humans or robots.
In addition, the sensor information must be correlated
with the location information using measurement records.
Therefore, a mobile robot must run in the environment au-
tomatically to construct an intelligent environment.

Moreover, the technique of correlating location and
sensor information is linked to map generation and au-
tonomous navigation techniques in the mobile robot chal-
lenge. In this challenge, changes in the environment, such
as the attachment of the sensors and use of information
acquired by the other sensory data are not permitted; how-
ever, we constructed a map based on the measurement
records acquired by the mobile robots before the navi-
gation experiment was conducted. In addition, mobile
robots are used to provide services in intelligent environ-
ments, and network systems and middleware are required
to construct these environments. System integration of
middleware is a challenge in the construction of environ-
mental services.

The aim of this study was to develop a mobile robot
that can collect location information to build an intel-
ligent environment and provide services. In addition,
through the public experiments of the robot challenge, we
demonstrated the minimum development policy for out-
door public robot experiments and problems to be consid-
ered when applying an indoor robot to the outdoor envi-
ronment. We developed human-safe robots that can par-
ticipate in robotic challenges. Moreover, we verified the
feasibility of the sensing and other functions of the robot
to construct an intelligent environment.

1212

2.2. Goals and Task Settings for the Robot
Challenge

This subsection explains our goals and task settings
for the robot challenge. Robots participating in the
Nakanoshima Challenge have safety limitations, such as
the maximum and minimum size of the robots, visibil-
ity, portability, and versatility. In addition, to construct
an intelligent environment for service robots, data on the
physical location of personal electronic devices or mo-
bile robots are important. Therefore, we set the following
development objectives to participate in the robotic chal-
lenge:

1. The robot must comply with safety measures to
move autonomously in an environment in which peo-
ple are present.

2. The robot must acquire data on its physical location
to construct an intelligent environment.

3. The robot can be operated by a non-expert.

These requirements are detailed as follows. First, the
robot must be safe to move autonomously in an intelli-
gent environment with people. Safety equipment is often
installed insufficiently to the base of research robots ini-
tially. However, regulations, such as laws and the rules
of buildings, must be complied with when operating the
robot autonomously in the public space. Therefore, suffi-
cient safety measures should be undertaken for a robot
that collects information in an environment with peo-
ple. In this study, we implemented an emergency button
switch to comply with the regulations of the public ex-
periment with minimum development. Subsequently, the
layout of the switch was improved through the experience
of a public experiment in the Nakanoshima Challenge to
enhance the safety of the mobile robot.

Second, the robot must acquire location-related infor-
mation for map collection in an intelligent environment.
To accomplish this, the robot must navigate using the map
provided in advance, and a map must be generated for the
robot to act based on the motion results. A sensor sys-
tem to avoid accidents such as contact with a person or
an object is not a sufficient specification for developing
robots. To generate a map to correlate location informa-
tion in an intelligent environment, a sensing system that
can accurately acquire shapes is required. Therefore, the
robot was equipped with internal sensors and a horizontal
laser range sensor system.

Third, the robot should be operated by both the devel-
opers and non-specialists. This robot must be used to col-
lect information and provide services in an intelligent en-
vironment. Therefore, developers and users may be dif-
ferent people although the robot was developed for labo-
ratory experiments. We have conducted studies on robot
control systems for demonstrators [15] and the integration
of the control interfaces of multiple robot systems to sim-
plify the hardware operations and reduce the burden on
the operators during a demonstration [16]. In a robot lab-
oratory in which development members change, adopting
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Fig. 1. Appearance of the developed robot URI-Konan for
the Nakanoshima Challenge 2019.
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Fig. 2. Hardware configuration of the developed robot system.

a robot development platform that is open and has open
examples is expected to enable continuous, reproducible
development. Additionally, by adopting an open software
development platform, we can expect to engage in dis-
cussions with other research communities. In this imple-
mentation, we adopted the ROS, which is an open-source
robot middleware, to reuse software assets because sev-
eral development examples for mobile robots exist.

2.3. Hardware Configuration for the Developed
Mobile Robot

This subsection describes the hardware configuration
of the developed mobile robot. We selected hardware de-
vices and constructed a robot system. Fig. 1 shows the
first appearance of the developed robot in the public ex-
periment of the Nakanoshima Challenge 2019. The size
of the mobile robot was 430 (W) mm x 600 (D) mm
x 700 (H) mm. The robot’s weight was approximately
20 kg, including the batteries of its base.

Figure 2 shows the system configuration of the devel-
oped robot. We adopted the VSTONE Megarover Ver.1.2,
a differential-drive two-wheel mobile vehicle for the mo-
bile robot base (Fig. 3). The payload of the robot carriage
was 30 kg, and the front and rear wheels had diameters
of 150 mm and 50 mm, respectively. The front and rear
wheels had widths of 30 mm and 20 mm, respectively.
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Fig. 3. Appearance of the robot base for the mobile robot
system.

Each wheel was fabricated from hard rubber and was not
easily deformed by the terrain. The rear passive caster
was attached to the frame of the robot directly and could
change direction following the direction of movement of
the robot. For the external sensors, a Hokuyo UTM-30LX
(Top-URG) sensor was used for the two-dimensional laser
imaging detection and ranging (2D-LiDAR) system and
an Intel RealSense D435i camera was used as the RGB-D
sensor. The sensors were attached at heights of 350 mm
and 650 mm above the ground, respectively. 2D-LiDAR
was primarily used for map generation and self-location
recognition, and the RGB-D sensor was used for sensing
in service task missions.

A push-button emergency stop switch with normally
closed contacts was installed at the top of the robot. If
the robot acted abnormally or there was a risk of collision,
the switch could be pressed to switch off the current in the
motor driver of the robot carriage to completely stop the
robot. In the first public experiment, the emergency stop
switch was placed on the top plate of the mobile robot,
near the control PC, to comply with the experiment regu-
lations. The switch was conspicuously fixed to the robot
to improve the safety of the experiment, according to the
advice of the committee members of the robot challenge.
Fig. 4 shows the appearance of the robot developed for the
extra-challenge public experiment. Safety was improved
for this additional experiment because of the refined lay-
out of the emergency stop switch and the wiring of the
power supply and data communication cables.

The mobile robot was controlled using a generic note-
book PC with the Ubuntu 18.04 operating system. The
robot’s microcontroller, VSTONE VS-WRCI103LV, and
sensors were directly connected via a universal serial bus
(USB). The host PC communicated with the robot con-
troller VS-WRCI103LYV via serial communication [c].
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Fig. 4. Appearance of the refined robot, URI-Konan (a), for
the extra challenge of Nakanoshima Challenge 2019.
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Fig. 5. Software configuration for the navigation system.

2.4. Control-System Design for the Developed
Mobile Robot

This subsection explains the design of the control sys-
tem for the mobile robot. The robot control system was
constructed based on ROS Melodic Morenia, which is an
open-source robot middleware. Many software packages
for mobile robots have been reused.

We constructed a navigation system based on naviga-
tion stack packages for the ROS. Fig. 5§ shows the soft-
ware configuration of this navigation system. The arrows
that connect software packages indicate the information
sent by these packages. The system used the move_base
navigation stack modules [d] and the amcl Monte Carlo
localization modules. We adopted rviz as a 3D visualizer
for the navigation experiment. The urg_node node output
the scan data obtained by the laser range finder [e]. The
map files were constructed in advance through a mapping
experiment using the mobile robot and the simultaneous
localization and mapping (SLAM) algorithm.

The cartographer algorithm package [17] was adopted
for SLAM because of the following properties:
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Fig. 6. Tllustration of the route for map construction.

1. The algorithm can explicitly detect the loop closure
of the trajectory of a mobile robot, which can im-
prove the mapping.

2. When executing the software part of the robot sys-
tem, real-time online SLAM can be executed while
the robot is running; therefore, the mapping results
can be easily checked during the map construction
experiment.

3. The algorithm can be applied for 3D SLAM using
the same software package, which will reduce the
number of changes for the robot software platform
in future system expansions.

In addition, a review of autonomous navigation robots
indicated that graph-based SLAM is becoming main-
stream [ 14]; thus, we used this information as a reference
when selecting an algorithm.

In this study, we included an RGB-D sensor to cap-
ture the front view of the robot. The RGB-D sensor was
used to evaluate experiments, visualize results, and de-
velop a person detection system based on a single-shot
multibox detector [18]. The RGB-D sensor software was
executed separately from the control software packages
of the robot. Future studies may include the detection and
recognition of target persons and objects, which can be
used to control the robots.

The development time was reduced by reusing the soft-
ware packages of ROS. In addition, the control parame-
ters, range of measurement, and arrangement of the sen-
sors were adjusted for the experiment. In the following
sections, we present the results of the experiments and
robotic challenge.

3. Experiment

This section describes the map generation and navi-
gation experiment in an outdoor environment to verify
the developed system. The experiment was conducted in
an outdoor courtyard surrounded by university buildings.
Fig. 6 depicts the map construction route in the experi-
mental environment. The arrow indicates the route of the
robot for map construction. Near the start position (the
entrance to the building), glass walls were used. The ex-
periment was conducted by setting the route on the paths
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(a) View from point (A) (b) View from point (B)

Fig. 7. Experimental environment. (A) and (B) are corre-
sponded to the points shown in Fig. 6.

Fig. 8. Example of a camera image and mapping results in
the map construction experiment.

paved with flat cobblestones or bricks. Fig. 7 shows the
views of the experimental environment. Fig. 8 shows an
example of a camera image obtained by the RGB-D sen-
sor and the results of the map construction experiment.

The experiment was conducted as follows. The robot
was controlled using a gamepad connected by a wire.
First, a map of the experimental environment was cre-
ated using the cartographer algorithm package. Next, the
robot could move autonomously based on the generated
navigation map. The generated map and results of the au-
tonomous outdoor movement were evaluated in the exper-
iment. The parameters of the cartographer algorithm and
navigation packages were determined experimentally.

At the time of map generation, as shown in Fig. 6, the
mobile robot moved straight from the entrance of Build-
ing #13 and through the brick-lined passage on the side
of Building #15. Next, the robot moved through the
brick-lined passage between Buildings #14 and #15 to-
ward Building #13 and on the flat cobblestone passage
on the side of Building #13, not moving on the uneven
path shown in the center of Fig. 7, as shown in Fig. 8.
Subsequently, the robot moved to the entrance to Build-
ing #13. Finally, the system closed the loop of the robot’s
path for map generation to adjust the sensing data. In ad-
dition, we set a path that would follow the same route as
when the map was generated, and we let the robot move
autonomously along the planned path.

Figure 9 shows the generated map based on the car-
tographer algorithm using the measurement results of the
robot odometry and 2D-LiDAR. The figure confirms that
the generated map could capture the experimental en-
vironment almost accurately with respect to the size of
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Fig. 9. Mapping result.

buildings and the span of pillars or trees in the map. In ad-
dition, the loop closure was detected successfully from the
map. The corners of the buildings, spacing between build-
ings, and parallelism are shown on the map, which con-
firms the geometric consistency of the constructed map.
The results of object detection also confirmed that high
obstacles such as trees and poles were detected and in-
cluded in the generated map, but low obstacles such as
benches were not detected and were not registered in the
generated map. This was caused by the mounting height
of the laser rangefinder, and we observed that the laser
beam passed vertically over the bench. In addition, the
west side of the generated map shown in Fig. 9 confirmed
that the laser beam was transmitted through the glass wall
and reflected by the nontransparent wall.

Next, we evaluated the autonomous movement of the
robot using navigation software packages. Two paths
were set for the navigation experiment. One was the same
as the map-making route (counter-clockwise path), and
the other was a route proceeding clockwise from the flat
stone pavement in front of Building #13. In the counter-
clockwise path, the robot slipped on the drive wheels in a
brick-lined passage; after traveling several meters, it had
difficulty driving autonomously. In the clockwise path, al-
though the robot moved autonomously in the flat ground
passage on the side of Building #13, its rear caster be-
came stuck when it reached the brick passage beyond the
groove lid connecting Buildings #13 and #15. The stack
created difficulty for the robot to move.

According to the mapping results, the robot could cor-
rectly register the location information in the environ-
ment. In addition, we confirmed the feasibility of basic
self-position estimation, map generation, and route plan-
ning by the developed robot. We confirmed that the results
demonstrated the feasibility of the registration of the loca-
tion information in the environment to the map, which is
a necessary function to correlate sensor information with
location information using the measurement records for
the intelligent environment. However, the results were
strongly affected by the inclination of the road surface
in the navigation experiment. In future studies, we plan
to register glass walls on the map by collation with other
sensor information, develop a probabilistic model, and de-
tect the glass walls in the navigation tasks. In addition, the
research will include improvements in the moving mech-
anism (in terms of performance) and the motion planning
section of the robot control system.
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Fig. 10. Confluence point of the trails in the parks and the
start area for the extra challenge in the Nakanoshima Chal-
lenge.

4. Results for the Nakanoshima Challenge 2019

In this section, we present the results of our system in
the Nakanoshima Challenge 2019, held in September and
December 2019. In the experimental test in September,
self-sustained location estimation did not function dur-
ing autonomous driving by navigation; as a result, au-
tonomous movement from the start point was not possi-
ble.

Figure 10 shows the confluence point of the pedes-
trian and bicycle trails in the park and the start area for
the experiment of the Nakanoshima Challenge 2019 extra
challenge held in December. After the beginning of the
movement from the starting point, the robot was required
to move for approximately 15 m on a dirt ground in the
experiment. In the public experiment, the robot began to
move autonomously, but the rear caster was stuck in the
soil and sloping ground. Thus, the movement was inter-
rupted within the start area in the experimental demon-
stration test.

The rear caster did not function for the following rea-
sons. First, the mobile robot cart used was designed
for indoor movement and was weak on the road surface
slope. In addition, because of the driving wheels and rear
passive caster of the robot without elasticity, the robot
had difficulty following the changes in the road surface
changes. Therefore, owing to insufficient friction between
the wheels and the road surface, the robot was unable to
regain grip when the driving wheels were idled in rela-
tion to the robot and the ground. This resulted in contin-
uous idling and, consequently, it became stuck in the dirt
ground.

Second, because the non-driven passive caster was di-
rectly attached to the robot body, the contact with the
ground could not be controlled by the spring and damper
of the mechanism. Solving the problem of idling became
difficult in autonomous driving because the control pa-
rameters were not optimal. In addition, the small radius
of the passive caster and the inability of the mechanism to
absorb vibrations from the road surface reduced the driv-
ing performance in the robot challenge experiment.
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As many outdoor mobile robots have been adopted, we
confirm that passive casters are not the casters used in in-
door robots; mechanisms that can absorb vibrations from
the road, such as spring casters, are required. In addition,
the distance between the bottom of the robot body and the
roadway and the size of the wheels are also important in
overcoming the problem of the step height between the
sidewalk and roadway surface. Therefore, the arrange-
ment of driving and non-driving wheels must be improved
to enable the robot to move on an inclined surface (such
as a slope), which will be realized in a future study.

However, we could perform map generation experi-
ments and navigation experiments on a flat road surface
environment. In the map generation experiment, we con-
firmed the feasibility of collecting location-related infor-
mation. In addition, by examining the difficulty of mov-
ing the robot on uneven terrain, we demonstrated the min-
imum development policy for outdoor public robot exper-
iments and problems to be considered when applying the
indoor robot to the outdoor environment.

According to the results of the outdoor challenge, the
mobile robot does not have sufficient robustness or ex-
perimental experience. However, this study enabled us
to identify problems such as mechanism improvement for
the next robot challenge. Future challenges include the
adoption of a high-performance moving mechanism, im-
provement of map generation and route planning, and de-
velopment of ROS packages that can interactively gener-
ate and specify routes. In addition, future research will
include the accumulation of experience in many outdoor
experiments, indoor map generation, and navigation.

5. Conclusion

This paper describes the development of an au-
tonomous mobile robot to complete tasks in intelligent
environments. In this research, we constructed a robot
system for an outdoor environment and verified its au-
tonomous movement using an ROS. If the road surface
was not flat, the rear wheel casters of the robot were
stuck, and the autonomous movement was interrupted.
However, the experiments enabled us to evaluate the
self-location estimation, map generation, and autonomous
movement using route planning. The feasibility of the
system was evaluated in an outdoor experiment and an
experimental operation in a robot challenge.

In future research, we plan to adopt a high-performance
moving mechanism, improve map generation and route
planning, and develop ROS packages that can interac-
tively generate and specify routes. The arrangement of
the driving and non-driving wheels must be improved to
enable the robot to move on an inclined surface (such as a
slope in the indoor/outdoor environment). We also plan to
improve the collection of position-related information to
construct an intelligent environment and develop service
applications in this environment using the proposed robot
system.
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