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When a robot works among people in a public space,
its behavior can make some people feel uncomfort-
able. One of the reasons for this is that it is difficult
for people to understand the robot’s intended behav-
ior based on its appearance. This paper presents a
new intention expression method using a three dimen-
sional computer graphics (3D CG) face model. The
3D CG face model is displayed on a flat panel screen
and has two eyes and a head that can be rotated freely.
When the mobile robot is about to change its travel-
ing direction, the robot rotates its head and eyes in the
direction it intends to go, so that an oncoming per-
son can know the robot’s intention from this previ-
ous announcement. Three main types of experiment
were conducted, to confirm the validity and effective-
ness of our proposed previous announcement method
using the face interface. First, an appropriate tim-
ing for the previous announcement was determined
from impression evaluations as a preliminary experi-
ment. Secondly, differences between two experiments,
in which a pedestrian and the robot passed each other
in a corridor both with and without the previous an-
nouncement, were evaluated as main experiments of
this study. Finally, differences between our proposed
face interface and the conventional robot head were
analyzed as a reference experiments. The experimen-
tal results confirmed the validity and effectiveness of
the proposed method.

Keywords: passing each other, robot face, social human-
robot interaction, gaze control, understandability

1. Introduction

Robots have been gradually entering our everyday lives
in recent years. Although the designs of many indus-
trial robots were utilitarian in the past, many sophisticated
robots now work in public spaces, and there are many dif-
ferent types of robot, depending on their function. For ex-

Fig. 1. Information service robot.

ample: a pet or rescue robot shaped like an animal [1–3],
a vacuum cleaner robot with a round or polygon shape [4],
a service robot whose upper body is humanoid [5–7], a so-
cial robot with a friendly design [8, 9], and an all-purpose
humanoid robot [10, 11]. Many robots which interact with
people have faces, and their faces serve important func-
tions during these interactions.

We are studying a teleoperational information service
robot with a face in a shopping street environment, as
shown in Fig. 1. When the robot wandered among pedes-
trians on a sidewalk, many children were happy to meet it.
However, some adults seemed to feel uncomfortable and
chose an alternative path to avoid the robot.

There are several problems to be solved for social
robots including our service robot in a public space such
as on a sidewalk. One of the problems is that it is difficult
for people to understand the intentions of a robot from
its appearance. For example, it is not clear for people in
which direction the robot is going to go. In order for the
robot to make a better impression on surrounding people,
it is necessary for the robot to express its intentions more
clearly.

In our previous study [12], we proposed a more natu-
ral intention expression method for a mobile robot. The
robot had a dog-shaped head mounted on a pan-tilt unit.
The robot rotated its head toward the direction where it
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OK. It seems the robot is
going to turn to the right.
Then, I will turn to the left.

I would like to go straight.
That robot may hit me
at this rate...

(a)

(b)

Fig. 2. Previous announcement using combination of face
and gaze directions.

was going to go before starting to turn its body. Surround-
ing people could understand the traveling direction of the
robot by this previous announcement from its head. How-
ever, the dog-shaped head had no other function but the
previous announcement, and the moving parts might have
a high cost and cause mechanical issues.

This paper presents a new intention expression method
using a three dimensional computer graphics (3D CG)
face model. We can design the CG model freely with-
out considering the cost, and the panel screen can also
have another function such as to provide information. The
3D CG face model is displayed on a flat panel screen, and
the two eyes and the head can be rotated freely. When the
mobile robot is about to change its traveling direction, the
robot rotates its head and eyes toward the direction it in-
tends to go, as a pedestrian shows their intended traveling
direction by the direction in which they are gazing or fac-
ing. The angles of the eyes and the head and the traveling
direction of the robot are calculated using the dynamic
window approach (DWA) depending on the coordinates
of a pedestrian, obstacles and a destination. As a result,
an oncoming pedestrian can know the robot’s intention
to change its traveling direction in advance as shown in
Fig. 2.

However, there is a phenomenon called “the Mona Lisa
effect” where the gaze direction of the eyes of an art-
work drawn on a 2D plane follows an observing person
as she/he moves. Especially when a face drawn on a 2D
plane is oriented straight-ahead and the gaze direction is
also 0◦, the Mona Lisa effect is especially observed [13].
However, an observer can perceive the gaze direction of
a face image on a rotatable 3D head with eyes displayed
on a flat panel display. The details are described in Sec-
tion 2. Kawaguchi et al. investigated gaze direction esti-
mation using a telepresence robot with a face display [14],
and observed that it was possible to estimate the gaze di-
rection. Its base was fixed on a table, and both the face
display and a face image on the display could be rotated.

Miyauchi et al. observed the effectiveness of eye contact
between a person and a mobile robot using a rotatable
3D CG face displayed on the flat panel fixed on the robot’s
body [15]. Although the relevance of the perception of
the eye contact, the robot’s gaze direction and the robot’s
body behavior were discussed in detail, the robot only ro-
tated on the spot without moving.

As can be seen from the related studies, a person can
perceive approximate gaze direction from the rotatable
3D CG face and eyes. Therefore, in this study, we inves-
tigated to what extent an oncoming pedestrian can under-
stand an intention of the moving robot performing the pre-
vious announcement. Concretely, experiments are con-
ducted under a situation, where a research participant and
the robot pass each other in a corridor. Although the sit-
uation is simple, since there is a set series of actions un-
dertaken by the robot’s face and body: an approach, the
previous announcement, an avoidance, and a passing, it
is necessary to evaluate the participant’s understandabil-
ity of the series of the actions. In addition, since one of
the objectives in our project is to develop a robot that can
make a better impression on a person as described pre-
viously, we also evaluated participant’s impression of the
robot’s behaviors as a whole.

Three types of experiment were conducted to evaluate
our proposed previous announcement method using the
3D CG face interface. First, as a preliminary experiment,
an appropriate timing for the previous announcement was
decided on, based on impression evaluations made by ex-
perimental participants. Secondly, as a main experiment,
we evaluated the participant’s understandability and im-
pressions of the robot’s behaviors when the participant
and the robot passed each other in a corridor. Lastly, as
a reference experiment, we analyzed the differences be-
tween our proposed face interface and the conventional
dog-shaped head based on the participants’ impressions.

2. Related Work

This section describes related work on two topics: be-
havior announcement methods and the Mona Lisa effect.

2.1. Announcement Methods
Some self-driving cars [a, b] use turn signals, brake

lights, or reversing lamps in the same way as normal cars.
A self-driving car developed by Jaguar Land Rover has
large virtual eyes to interact with pedestrians, and makes
eye contact to signal its intent [c]. Shindev et al. have
proposed an intention expression method for a manip-
ulator or a mobile robot using an arrow displayed by
a laser projector [16]. The projected arrow shows the
traveling direction of the robot. Matsumaru proposed a
preliminary-announcement method for people around the
mobile robot [17]. Four types of display methods us-
ing an omni-directional display, flat-panel display, laser
pointer and projector were evaluated with or without dis-
playing and vocalizing. Kanda proposed a service robot
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Looker’s true gaze direction
Gaze direction estimated by participant

(b) Overestimation effect

Looker

Participant

Looker

(a) Head-turn effect

Participant

Estimation error Estimation error

Head direction

Eyes

Fig. 3. Gaze direction estimation error.

for a shopping mall which has implemented several social
behaviors [7].

2.2. Perception of Gaze Direction
Andrist et al. [18] and Admoni et al. [19] have dis-

cussed the importance of robot’s gaze in human-robot in-
teractions. There have already been many studies about
human perception of gaze direction.

Gibson and Pick studied the perception of the gaze of
another [20]. A human participant judged whether or not
she/he was being looked at by a human looker. The looker
sat opposite the participant. The looker turned her/him
head to 0◦, ±30◦ and looked in seven horizontal directions
including the participant’s front. The participants could
perceive correctly that they were being looked at when
the looker’s head was front-facing. However, when the
angle of the looker’s head was ±30◦, the gaze direction
perceived by the participants had errors of 2.9◦.

Anstis et al. investigated perception of gaze direction
in more detail using a picture of a looker’s face on a tele-
vision screen and a human looker [21]. They found that
there were three effects that influenced an estimation of
gaze direction: (a) the head-turn effect, (b) the overesti-
mation effect, and (c) the TV-screen-turn effect. Fig. 3
shows the head-turn effect and the overestimation effect.
The head-turn effect describes how the participant per-
ceives that the looker’s gaze point is in the direction a little
opposite to the looker’s head direction, when the looker
turns her/his head and faces the participant. The over-
estimation effect refers to the participant perceiving that
the looker’s gaze point is farther than the true gaze direc-
tion, even if the looker gazes exactly forwards as shown
in Fig. 3(b). The TV-screen-turn effect, whilst also de-
scribing how the participant can perceive the looker’s gaze
direction, has an estimation model that is different from
those of the head-turn effect and the overestimation ef-
fect. However, “the TV-screen-turn effect probably arose
because of the convex curvature of the TV screen.”

Hecht et al. reported that the Mona Lisa effect broke
down when the slant rotation angle of a picture of real
face was greater than about 38◦ [22]. The direction of the

face presented on a piece of cardboard was straight-ahead,
and the gaze direction was also 0◦. This study showed that
when a person looks a frontal face image presented on a
flat panel, a strong Mona Lisa effect is observed.

On the other hand, when a person looks at a rotat-
able 3D face model with rotatable eyeballs displayed on
a flat display, many studies suggest that she/he can per-
ceive the gaze direction. Miyauchi et al. investigated the
Mona Lisa effect for establishing eye contact [15]. The
studies in [13, 23] investigated how cues relating to iris
location and head orientation interact to estimate a per-
ceived gaze direction. Moubayed et al. proposed a talking
head using a 3D projection surface for limiting the Mona
Lisa effect [24]. Gonzalez-Franco et al. proposed a sin-
gle non-linear model for estimating gaze direction using
stereoscopic images [25]. This mathematical model was
designed in consideration of the head-turn effect and the
overestimation effect. The image of the looker’s face was
displayed on a flat display, but since the stereoscopic im-
ages were used, the results of this study are in the same
category as [20]. Kawaguchi et al. investigated a partici-
pant’s estimate of a looker’s gaze direction under several
conditions [14]. The face image of the human looker was
displayed on a rotatable flat panel display attached to a
stand fixed on a table. When the fixed face image was dis-
played on the rotatable display, participants did not suc-
cessfully estimate the looker’s gaze direction, due to the
Mona Lisa effect. On the other hand, the combinations of
the rotated face and the fixed display or the rotated face
and the rotated display worked well, as well as in face-to-
face conditions. However, the overestimation effect was
observed under some conditions.

From these studies, it can be concluded that a person
can estimate a gaze direction of a looker, whose face is
displayed on a flat display, by using rotatable face im-
ages. Although the overestimation or head-turn effects re-
duce the accuracy of the estimates of gaze direction, since
a person perceives the angle of the gaze direction larger
than the true value, these effects can be said to emphasize
the gaze direction. Since it is important for the previous
announcement to avoid eye contact between a pedestrian
and the robot, and to inform her/him of the direction in
which the robot is going, these effects are useful for the
previous announcement.

3. System Configuration

Figures 4 and 5 show the teleoperated mobile robot
system used in this study. An operator teleoperates a mo-
bile robot using a gamepad and a keyboard. The robot
is equipped with a laser range finder (LRF), and its posi-
tion and orientation can be estimated by a simultaneous
localization and mapping (SLAM) algorithm [d].

Since the purpose of this study is to evaluate the ef-
ficiency of our proposed face interface and its control
method, the teleoperation and a task for the evaluations
are simple. The task is for a pedestrian and the robot to
pass each other in a corridor. The operator inputs destina-
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Fig. 4. Teleoperated mobile robot system.
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Display
Sensor
values
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Fig. 5. Block diagram of teleoperation system.

Fig. 6. Face interface made with 3D computer graphics.

tion coordinates using the keyboard once at the beginning
of the experiment. The operator then adjusts the gains of
the translational and angular velocity values of the mobile
robot using the gamepad while the robot is traveling. The
mobile robot is automatically controlled by the transla-
tional and angular velocity values calculated by our pro-
posed method, as described later, when the robot and a
pedestrian pass each other.

As shown in Fig. 6, the face is a 3D robot-like model
made with CG. Although the tablet PC is fixed to the
robot’s body, the horizontal angle of the head and the two
eyes of the 3D CG face model can be adjusted indepen-
dently. Since the person’s perception of gaze direction
depends not only on the direction of the face but also the
position of the irises within the robot’s eyes [13], it ap-

Pedestrian

Personal
space

Gaze
direction

Moving
direction

Fig. 7. Diagram to show the series actions of the robot’s face
and body when a pedestrian and the robot pass each other.

pears that the goggle-eyed design helps the perception of
gaze direction.

A particle-filter with a velocity-based motion model is
used for detecting and tracking pedestrians [26]. The In-
ter Process Communication (IPC) library [e] is used for
communication between the robot, the LRF and the PCs
in this study.

4. Controls for Previous Announcement

The task of the mobile robot is to reach a goal position
while avoiding pedestrians and obstacles. In particular,
to inform the pedestrian of its traveling direction when
they pass each other, motions of the head and the eyes
are used, before beginning to change direction. Both a
gaze control method and a motion control method for this
previous announcement are described in this section.

4.1. Outline of Previous Announcement
Figure 7 shows a series of actions of the robot’s face

and body when the pedestrian and the robot pass each
other in a corridor. First of all, when there is a sufficient
distance between the robot and the pedestrian, the robot
goes straight toward a goal position that the operator has
previously inputted. Next, when the distance between the
robot and the pedestrian is less than a threshold value, the
robot decides which direction it should take depending
on the relative position of the pedestrian compared to the
robot. The face CG model shown in Fig. 6 is rotated to
the appropriate orientation to show her/him the robot’s in-
tended action, before changing the direction of the robot’s
body. At this time, the rotation angles of the head and the
two eyeballs of the 3D CG face are controlled depending
on the relative positions of the pedestrian, the robot and
obstacles. The coordinates of these head and eyeball rota-
tions help the pedestrian’s perception of the robot’s gaze
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Fig. 8. Diagram to show the relations among the robot, the
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direction. A short time later, the robot’s body starts rotat-
ing to avoid the pedestrian. After passing each other, the
robot goes straight toward the goal position.

In this paper, the DWA proposed by Fox et al. [27] is
used for the trajectory control including obstacle avoid-
ance, and the passing strategy proposed by Pacchierotti
et al. [28] is used for the calculation of a pedestrian pass-
ing point. The previous announcement is realized by a
combination of these two methods and our proposed face
interface gaze control method. The details are described
in the following subsections.

4.2. Coordinate Systems
Figure 8 shows the relationships between the mobile

robot, the pedestrian, the goal position, obstacles, and
each coordinate system. The origin of the mobile robot
coordinate system Σr is at the rotational center between
two wheels. The position w pppr and orientation wRRRr of the
robot in the world coordinate system Σw are estimated by
the SLAM technique. Let an initial position and orien-
tation of the SLAM map be Σw in this paper. The tablet
PC is fixed to the robot’s body, and the head and two eyes
of the face 3D model displayed on the screen are rotated
independently in a horizontal direction. Therefore, the
robot head position r ppph in Σr and the left and right eyes
positions h pppel and h ppper in the head coordinate system Σh
are constants, and the rotation matrices of the head and
the left and right eyes are variables. rRRRh is calculated by
the head angle θh, hRRRel and hRRRer are calculated by the left
and right eyes’ angles θel and θer, respectively, as shown
in Fig. 8. Although the head reference coordinate system
Σh0 is not shown in Fig. 8 for simplicity, let the origin of
Σh0 coincide with the origin of Σh, and the orientation of
Σh0 coincide with one of Σr.

The position r pppp and the orientation rRRRp of the pedes-
trian in Σr are estimated by the pedestrian tracker. The
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End

Yes

No

Yes

Yes

No

No

Yes

No

Gaze
control

Trajectory
control

Calculate
relative position

Forward distance
THy

Lateral distance
THx

Yes

Yes

No

No

Calculate

in passing mode

Estimate and
by SLAM

pr
w Rr
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θh θel θer, ,
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θh θel θer, ,
Calculate

in obstacle
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,vr ωr
Calculate

in passing mode
,vr ωr

Fig. 9. Algorithm for trajectory and gaze controls.

goal position w pppg in Σw is set manually by the teleop-
erator. The position w pppoi

of an obstacle i (i = 1 ∼ No)
in Σw is expressed as a part of a SLAM map. Since the
pedestrian tracker does not discriminate between a mov-
ing obstacle and a pedestrian, the moving obstacle is rec-
ognized as the pedestrian in this paper. However, it is not
difficult to discriminate between them by using another
human detection algorithm, for example, the image based
YOLO [29].

A gaze point r pppz in Σr for the previous announcement
is calculated based on a relation between the pedestrian
and the mobile robot as described in Subsection 4.5.

Geometric relationships between these parameters can
be expressed in every coordinate system. For example,
the position w pppp and the orientation wRRRp of the pedestrian
in the world coordinate system Σw are calculated by the
following equations by using the w pppr and wRRRr values esti-
mated by SLAM and the r pppp and rRRRp values estimated by
the pedestrian tracker.

w pppp = w pppr + wRRRr
r pppp . . . . . . . . . . (1)

wRRRp = wRRRr
rRRRp . . . . . . . . . . . . . (2)

4.3. Pedestrian Passing Mode and Obstacle
Avoidance Mode

Figure 9 shows the entire control system. When a
pedestrian is detected by the pedestrian tracker and the
robot is within a previously defined area surrounding
her/him, the system enters into a pedestrian passing mode.
Otherwise, it enters into an obstacle avoiding mode.

Figure 10 shows a time series of both gaze and robot
motions based on a gaze control in the pedestrian passing
mode. Let the x-axis of the world coordinate system Σw
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Fig. 10. Gaze control in pedestrian passing mode.

be in the direction across the corridor, and the y-axis of Σw
be in the direction along the corridor. This mode mainly
consists of the following four states.

(a) When the distance between the pedestrian and the
robot is sufficiently large, the robot is guided toward
the goal position by DWA. Let the current robot posi-
tion at time t be w pppp[t], and the orientation be wRRRr[t].
Simultaneously, the estimated position w ppp′p[t] and
orientation wRRR′

r[t] after Δtp [s] are estimated based
on the current robot control inputs, the translational
velocity vr and the angular velocity ωr, decided by
DWA at the current position. This mobile robot at
the estimated position is called the estimated robot
in this paper.

(b) When the estimated robot fulfills the condition where
a lateral distance dX ≤ THx and a forward distance
dY ≤ THy between the pedestrian and the robot, a
gaze point shown in Fig. 10(b) is decided by the
method described in Subsection 4.5. The head an-
gle θh, the left eye angle θel and the right eye angle
θer are calculated based on the relations among the
gaze point, the current position and orientation of the
robot, and the head and both of the eyes are directed
to the gaze point. This means that the robot can an-
nounce its traveling direction to the pedestrian by ro-
tating its head and eyes before it actually begins to
avoid the pedestrian.

(c) When the current robot has a lateral distance dX ≤
THx and a forward distance dY ≤ THy between the
pedestrian and the robot as shown in Fig. 10(c), the
robot starts to avoid the pedestrian based on DWA.
The calculation of w ppp′p[t] and wRRR′

r[t] of the estimated
robot is continued until the estimated robot passes
the pedestrian.

(d) After the estimated robot has passed the pedestrian
as shown in Fig. 10(d), the goal position is set as
the new gaze point. θh, θel , and θer are calculated
based on this gaze point, and the head and the eyes
are directed to the goal position as the previous an-
nouncement before the robot actually begins to move
toward the goal position.

Figure 11 shows time series of both gaze and robot
motions based on a gaze control in the obstacle avoid-
ance mode. When no pedestrian is detected, the system
is in the obstacle avoidance mode. Although there is no
pedestrian near the robot, since some people further away
from the robot may be observing it, the robot always ex-
ecutes the previous announcement behavior. The calcula-
tion of the estimated robot in this mode is the same as in
the pedestrian passing mode. In this obstacle avoidance
mode, we use a gaze point instead of the passing point.
The gaze point is calculated in the following three steps:
1) w ppp′p[t] and wRRR′

r[t] of the estimated robot are calculated
in the same way with the passing mode. 2) The transla-
tional velocity v′r and the angular velocity ω ′

r for the esti-
mated robot in w ppp′p[t] and wRRR′

r[t] are calculated based on
the DWA. 3) Let the gaze point be the position where the
estimated robot moves at v′r and ω ′

r after Δtg [s].
The head and the eyes are directed to the gaze point, as

in the previous announcement, before the robot actually
begins to avoid obstacles. Since the procedure in the ob-
stacle avoidance mode is almost entirely similar to that in
the pedestrian passing mode, we omit a detailed explana-
tion here.

4.4. Trajectory Control
In this study, the computational method proposed by

Pacchierotti et al. [28] was used for calculating the pass-
ing point shown in Fig. 10. In [28], a pedestrian and a
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Fig. 11. Gaze control in obstacle avoidance mode.

mobile robot can pass each other in a corridor with a com-
fortable lateral distance with consideration for personal
space [30], and appropriate values of the distance are dis-
cussed. However, since the robot always turns right to
avoid the pedestrian in the original method, we modify
the method to make it possible for the robot to turn left or
right.

Let the position of the pedestrian in Σw be w pppp =
(wxp

wyp)T , the position of the mobile robot in Σw
be w pppr = (wxr

wyr)T , and their velocities be w ṗppp =
(wẋp

wẏp)T and w ṗppr = (wẋr
wẏr)T , respectively. The pass-

ing point w pppg = (wxg
wyg)T in Σw is calculated by the fol-

lowing equations in the same way as in our preliminary
experiment [31].

wxg =
{

wxp − (THx +0.5wr) if wxr ≤ wxp
wxp +(THx +0.5wr) otherwise (3)

wyg =
(wyr −wyp)wẏr

wẏr −wẏp
. . . . . . . . . . (4)

Although the nearness diagram (ND) method [32] was
used for the robot navigation in [28], the ND method is
primarily designed for a holonomic mobile robot. Then
we have chosen the DWA method suitable for a non-
holonomic mobile robot. As shown in Figs. 10(b) and (c),
the robot is navigated to the passing point based on DWA
with the current position of the robot, distance data from
the LRF and the passing point, while the passing point is
present between the pedestrian and the robot. When there
is no passing point, the robot is navigated to the goal posi-
tion using the current position of the robot, distance data
from the LRF and the goal position.

4.5. Gaze Control for Face Interface
In order to notify surrounding people to the robot’s in-

tended traveling direction, the robot rotates its face and

eyes to the passing point or the goal point. The compu-
tational method for the CG character’s head and eye mo-
tions, proposed by Masuko et al. [33], is used for the gaze
motions shown in Figs. 10 and 11 in this study. Although
the method in [33] determines the three types of angles:
for the head, the eyes and the body of the CG charac-
ter, since our CG face interface does not have a body, we
modified some of the parameters in [33] to suit the shapes
and the arrangements of the structural elements of our CG
face interface.

As shown in Fig. 8, let the head angle relative to the
head reference coordinate system Σh0 be θh, and the left
and right angles relative to the head coordinate system Σh
be θel and θer, respectively. The passing point (= the gaze
point) h0 pppg = (h0xg

h0yg) is calculated using the following
equations and the known parameters.

w pppg = w pppr + wRRRr
(r ppph0 + rRRRh0

r pppg
)

. . . (5)

⇔ r pppg = rRRRh0
T
{

wRRRr
T (w pppg −w pppr

)− r ppph0

}
. (6)

where, since Σh0 is fixed on the robot’s body, r ppph0 and
rRRRh0 are constant.

The angle of the line of sight relative to Σh0, h0θg is
calculated by the following equation:

h0θg = atan2
(

h0xg,
h0yg

)
. . . . . . . . (7)

When the robot’s face is turned to the gaze point, it is
necessary to rotate the head and the two eyes naturally
in the same way as a humans would. The sharing ratios
of the head and eye angles proposed in [33] are used to
calculate the angle of the head and the two eyes. Let the
sharing ratio of the head angle be Dh, and the sharing ratio
of the eye angle be De. The head angle θh and the left and
right eye angles θel , θer are calculated as follows.
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De and Dh are defined by the following equations.

De =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 if 0 ≤ ∣∣h0θg
∣∣ < 15

30− ∣∣h0θg
∣∣

15
if 15 ≤ ∣∣h0θg

∣∣ < 30

0 otherwise

. . (8)

Dh =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1−De if 0 ≤ ∣∣h0θg
∣∣ < 30

1−
∣∣h0θg

∣∣−50
160

if 30 ≤ ∣∣h0θg
∣∣ < 130

0 otherwise

(9)

The head angle θh related to Σh0 is calculated by the fol-
lowing equation.

θh = Dh
h0θg . . . . . . . . . . . . . . (10)

Next, the rotational matrix rRRRh, the orientation of the head
related to Σr, is calculated using θh shown in Eq. (10),
and the gaze point h pppg in the head coordinate system Σh
is calculated using the following equation.

h pppg = hRRRT
g
(r pppg − r ppph

)
. . . . . . . . . (11)

The positions of the gaze point in Σel and Σer are calcu-
lated by the following equations.

el pppg =
(

elxg,
elyg

)T
= hRRRT

el

(
h pppg − h pppel

)
. . (12)

er pppg = (erxg,
eryg)T = hRRRT

er

(
h pppg − h ppper

)
. . (13)

Thus, the angles of the left and right eyes are determined
as follows.

θel = atan2
(

elxg,
elyg

)
. . . . . . . . (14)

θer = atan2(erxg,
eryg) . . . . . . . . . (15)

4.6. Example of Previous Announcement Behavior
A simple example of the robot’s behavior is discussed

in this subsection. The robot started from the origin of
Σw and moved in the y-axis positive direction. A pedes-
trian started from approximately the point (0,8000), and
moved in the y-axis negative direction. Both of them
passed each other at approximately the point (0,1700).

The trajectory of the robot and the gaze direction of the
face interface are shown on the right in Fig. 12, and the
trajectory and the traveling direction of the pedestrian are
shown on the left in Fig. 12. The data was plotted at 0.5 s
intervals.

It was observed that the robot could smoothly avoid a
collision with the detected pedestrian, and the distance
between the pedestrian and the robot when passing each
other was about 600 mm. In addition, this figure also
shows that the gaze direction of the robot was rotated ap-
propriately to the traveling direction before the actual op-
eration.

In this example, all the parameters for controlling the
gaze direction and the mobile robot were the same as
those in Section 5. When the pedestrian and the robot

Trajectory of pedestrian
Direction of pedestrian

Trajectory of robot
Direction of face interface

} Previous
announcement

} Previous
announcement

(1){
(3)

{(4)

(2)

Body
rotation

Body
rotation

Fig. 12. Trajectories of the pedestrian and the robot with
previous announcement.

approach each other along the y-axis, since the gaze di-
rection is about 40◦ at the beginning of the previous an-
nouncement, it appears to be easy for the pedestrian to
understand the traveling direction of the robot. However,
the longer the lateral distance dX between the pedestrian
and the robot, the smaller the angle of the gaze direction.
In this paper, when the the angle h0θg of the gaze direction
is less than 15◦, the head is fixed and the only eyes are ro-
tated based on Eqs. (8) and (9), and when h0θg is more
than 15◦, both the head and the eyes are rotated. From
previous studies, when h0θg is less than about 5◦–10◦, the
pedestrian may not be able to perceive the robot’s gaze di-
rection correctly. Because, according to [24] as described
in Section 2, when the gaze direction of the front-facing
CG face displayed on the flat panel display was from −7◦
to +5◦, many participants perceived that they were being
looked at by the CG face. According to [14], the gaze
direction estimation models when the looker displayed on
the flat panel display rotated only her/his eyes were shown
as one of the experimental results, and even if the gaze di-
rection is small, it seems that it can be estimated to some
extent.

5. Experimental Results

Three types of experiments were conducted to evaluate
the effectiveness of the previous announcement method
using the face interface. First, as a preliminary experi-
ment, in order to decide appropriate timing for the previ-
ous announcement, different timings were evaluated. Sec-
ond, in order to confirm the validity of the previous an-
nouncement, experiments both with and without the pre-
vious announcement were conducted, using the face in-
terface on the flat panel display. Last, as a reference ex-
periment, in order to confirm the validity of the face in-
terface, experiments comparing the face interface and the
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Table 1. Specifications of PC for controlling robot.

PC

OS Ubuntu 16.04 (64-bit)
CPU Intel Core 2 Duo T9900

Memory 8 GB

8 [m]

Robot

Pedestrian

Fig. 13. Experimental environment.

8.0[m]

1.
7[

m
]

Goal for pedestrian Starting point for pedestrian

Fig. 14. Floor plan of the experimental environment.

conventional head used in our previous study [12] were
conducted.

A total of 24 experimental participants in their twenties
were recruited for the last three evaluation experiments.
The group consisted of 10 females and 14 males partici-
pants, with an average age of 25.6 years. All of the partici-
pants were undergraduate or graduate students at the Uni-
versity of Tsukuba, Japan, and some were international
students.

5.1. System Configuration
The system shown in Fig. 4 was used in all of the exper-

iments. However, since the teleoperation is not the main
topic of this paper, the jobs of the operator were only to
input a goal position and to monitor the robot status.

Table 1 shows the specifications of the PC mounted on
the mobile robot.

5.2. Experimental Environment
The experimental environment is shown in Figs. 13

and 14.
Table 2 shows the parameters that were used in all of

the experiments. We determined these values by referring

Table 2. Experimental parameters.

Translational velocity of robot 0.30 m/s
Threshold of lateral distance THx 0.70 m

Threshold of forward distance THy 3.5 m

to the values described in [28] and through preliminary
experiments in this experimental environment. However,
the translational velocity vr of the robot is not a constant
value but a variable. vr is adjusted by the DWA method,
and the average value of vr was set to be about 0.30 m/s in
this paper. Moreover, the actual control inputs va and ωa
for the robot are adjusted by the gain value, K (= 0.0 ∼
1.0) input from the gamepad, as shown in the following
equations. K is used for the safe teleoperation.

va = Kvr . . . . . . . . . . . . . . (16)
ωa = Kωr . . . . . . . . . . . . . . (17)

Since the experiments were conducted under safe condi-
tions, K = 1.0 in all the experiments in this paper.

5.3. Experiment (1): Decision of Timing for
Previous Announcement

The timing of the previous announcement is important
for pedestrians. The previous announcement is executed
Δtp [s] before the robot begins to change its traveling di-
rection. In order to determine the correct timing for the
previous announcement, 24 participants evaluated four
different timings for the previous announcement.

According to [34], an appropriate timing for the pre-
vious announcement was about 1 s. However, the tim-
ing might need to be varied depending on the experimen-
tal system. So, four different timing, Δtp = 0.5, 1.0, 1.5,
2.0 s, were evaluated in this experiment, as a preliminary
experiment for the following main experiment. When
the participants evaluated these timings, they did not di-
rectly watch the behavior of the real robot but rather they
watched prerecorded videos of the previous announce-
ment behavior. This is because the robot’s actual behav-
ior is different depending on the pedestrian’s behavior or
position and the robot’s movement or position for every
experiment. Each participant could compare the differ-
ent timings properly by watching the same videos. The
parameters for the trajectory and gaze controls used are
shown in Table 2, with the exception of the threshold
of forward distance THy in the video. In this experi-
ment, THy = 3.6 m. Fig. 15 shows four types of video.
Since the same parameters were used to control the robot
in Figs. 12 and 15, it can be seen that the lateral dis-
tances between the robot and a pedestrian shown in both
figures were approximately the same (about 600 mm).
The participant watched the same video twice in a row,
and the videos, each under the different conditions, were
played in random order. After watching all the videos,
they evaluated the adequacy of the four timings using a
5-point Likert-scale with values ranging from 1, bad, to 5,
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t = 5 [s]

t = 5 [s]

t = 9 [s]

t = 9 [s]

t = 5 [s]

t = 6 [s]

t = 8 [s]

t = 9 [s]

t = 5 [s]

t = 6 [s]

t = 8 [s]

t = 9 [s]

t = 5 [s] 

t = 7 [s]

t = 9 [s] 

t = 10 [s] 

Δtp = 0.5 s Δtp = 1.0 s Δtp = 1.5 s Δtp = 2.0 s

Fig. 15. Videos for timing evaluation.
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Fig. 16. Results from the evaluation of adequacy of timing.

good. The means and the standard deviations are shown
in Fig. 16. Table 3 shows the result of variance analysis.
The F-value was F = 4.24 (p < 0.01(**)), and there was
a significant difference between the different timings.

Next, Fisher’s least significant difference (LSD) test
was applied for multiple comparisons of the four timings,
at a significance level of 5%. The results of the LSD test
are shown in Table 4. There were significant differences
between 0.5 and 1.0 s, 0.5 and 1.5 s, 1.0 and 2.0 s, and 1.5
and 2.0 s.

From these experimental results, the appropriate timing
for the previous announcement appears to be between 1.0
and 1.5 s. We chose Δtp = 1.5 s as the timing for the pre-
vious announcement in the following evaluation experi-
ments.

However, this timing was chosen based on experiments
conducted under limited conditions, where each partici-
pant watched each video only twice, and only one type of

the mobile robot was used. The timing was decided on
based on both the participants’ first impressions and the
suitability for the mobile robot used in this paper. Al-
though the importance of the first impression was dis-
cussed in [35, 36], the number of our experiments might
not be sufficient. It will be necessary to conduct a larger
number of experiments under a greater range of condi-
tions in future works.

5.4. Experiment (2): Comparison Between
With/Without Previous Announcement

In order to confirm the validity of the previous an-
nouncement and the gaze control using the face interface,
experiments to compare the situations with and without
the previous announcement were conducted. Since the di-
rection of the 3D CG face is set to straight-ahead when
the previous announcement is not used, the face inter-
face is always affected by the Mona Lisa effect. Under
the experimental conditions with the previous announce-
ment, the interface is affected only when the face turns to
straight-ahead.

The number of the participants was also 24 in this ex-
periment. Each participant and the robot passed each
other twice in the corridor, as shown in Figs. 13 and 14.
The head and the eyes of the face interface were rotated
by our proposed previous announcement method in one
of the two experiments. The components of the face in-
terface were not rotated, and its eyes were kept looking
straight ahead in the other of the two experiments. These
two experiments were conducted in random order. Exam-
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Table 3. Result of variance analysis for adequacy of previous announcement timing.

Evaluation item Statistics Δtp = 0.5 s Δtp = 1.0 s Δtp = 1.5 s Δtp = 2.0 s

Mean 3.42 4.08 4.13 3.42
Adequacy Standard deviation 1.06 0.654 0.947 1.06

Significance probability F = 4.24 (p < 0.01(**))

Table 4. Results of LSD test for multiple comparisons of the four timings.

Δtp = 0.5 s Δtp = 1.0 s Δtp = 1.5 s Δtp = 2.0 s

Δtp = 0.5 s – 0.016 (p < 0.05(*)) 0.011 (p < 0.05(*)) 1.0
Δtp = 1.0 s 0.016 (p < 0.05(*)) – 0.88 0.16 (p < 0.05(*))
Δtp = 1.5 s 0.011 (p < 0.05(*)) 0.88 – 0.011 (p < 0.05(*))
Δtp = 2.0 s 1.0 0.16 (p < 0.05(*)) 0.011 (p < 0.05(*)) –

t=0 [s]

t=6 [s]

t=10 [s]

t=19 [s]

t=0 [s]

t=5 [s]

t=9 [s]

t=19 [s]

(a) Without previous announcement (b) With previous announcement

Fig. 17. Example of the passing-by experiment.

ples of the passing-by experiments under two sets of con-
ditions are shown in Fig. 17. In the case without previous
announcement, the CG face always looks in the same di-
rection, regardless of the changing direction of the body.
On the other hand, in the case with previous announce-
ment, the CG face looks in different directions due to the
change of the direction of the body.

After the two experiments, impression evaluations were
conducted using two questionnaires, for investigating the
participants’ impression of the robot’s behavior. First,
each participant evaluated the understandability of the
robot’s behavior using a 5-point scale with values rang-
ing from 1, confusing, to 5, obvious, as shown in Table 5.
Next, each participant evaluated her/his impression using
the Godspeed Questionnaire [37] shown in Table 6. Then,
she/he answered the following question: “Please circle the

Table 5. Questionnaire for understandability.

Scale Item

Understandability Confusing 1 2 3 4 5 Obvious

number that the face was turned. 1. The first time, 2. the
second time, 3. don’t know.” The results confirmed that
all the participants had noticed the rotation of the 3D CG
face.

Since the participant and the robot passed each other
only once under each set of experimental conditions, a
concern was that each participant would walk too freely
along the corridor. Therefore, before conducting the ex-
periments, the participants were asked to walk along the
corridor as naturally and similarly as possible in both ex-
periments. As a result, 23 out of a total of 24 participants
passed the robot on its right side, and each participant
passed on the same side in both experiments. Moreover,
since the width of the corridor was about 1800 mm (it was
about 4.7 times the width of the mobile robot), and it was
not so wide for a person and the robot to pass each other,
the differences in the trajectories between the two experi-
ments were not large.

The means and the standard deviations of the evaluation
results of the understandability are shown in Fig. 18, and
the result of the t-test is shown in Table 7. The t-value was
t = −3.94 (p < 0.001(****)), and there was a significant
difference between the results with and without previous
announcement. The mean value of the robot’s behavior
was better with the previous announcement compared to
without announcement.

The means and the standard deviations of the impres-
sion evaluation results using the Godspeed Questionnaire
are shown in Fig. 19, and the results of the t-test are shown
in Table 8. Although there were some differences in the
confidence intervals, there were significant differences in
all the impressions.

These results show that our proposed previous an-
nouncement function works effectively. However, as de-
scribed previously, each experimental participant walked
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Table 6. The Godspeed Questionnaire.

Scale Item

Anthropomorphism 5 Fake 1 2 3 4 5 Natural
Machinelike 1 2 3 4 5 Humanlike
Unconscious 1 2 3 4 5 Conscious

Artificial 1 2 3 4 5 Lifelike
Moving rigidly 1 2 3 4 5 Moving elegant

Animacy 6 Dead 1 2 3 4 5 Alive
Stagnant 1 2 3 4 5 Lively

Mechanical 1 2 3 4 5 Organic
Artificial 1 2 3 4 5 Lifelike

Inert 1 2 3 4 5 Interactive
Apathetic 1 2 3 4 5 Responsive

Likeability 5 Dislike 1 2 3 4 5 Like
Unfriendly 1 2 3 4 5 Friendly

Unkind 1 2 3 4 5 Kind
Unpleasant 1 2 3 4 5 Pleasant

Awful 1 2 3 4 5 Nice
Perceived intelligence 5 Incompetent 1 2 3 4 5 Competent

Ignorant 1 2 3 4 5 Knowledgeable
Irresponsible 1 2 3 4 5 Responsible
Unintelligent 1 2 3 4 5 Intelligent

Foolish 1 2 3 4 5 Sensible

 0

 1

 2

 3

 4

 5

Without turning face With turning face

Av
er

ag
e

****

Confusing

Obvious

Fig. 18. Evaluation results for understandability.

along the corridor once under each set of experimental
conditions. Moreover, since the width of the corridor
was narrow, the robot’s behaviors were almost the same.
Hence, it is necessary to conduct further experiments un-
der a greater range of conditions in future works.

5.5. Experiment (3): Comparison Between
Proposed Face Interface and Conventional
Head

Figure 20 shows two prerecorded videos. One was
recorded during the experiment using the mobile robot
with the dog-shaped head, and the other was recorded
during the experiment using the robot with the face in-
terface. 24 participants watched the same video twice in
a row, and the videos, each under the different conditions,
were played in random order. After watching all of the
videos, they evaluated their impressions using two ques-
tionnaires, as in Section 5.4. First, each participant eval-
uated the understandability of the robot’s behavior using

the 5-point scale shown in Table 5. Next, each participant
evaluated her/his impression using the Godspeed Ques-
tionnaire shown in Table 6.

The means and the standard deviations of the under-
standability evaluation results are shown in Fig. 21. The
t-value was t = −7.39 (p < 0.001 (****)), there was a
significant difference between the values for the dog head
and the face interface. The mean value of the understand-
ability for the face interface was better than for the dog
head.

The means and the standard deviations of the results of
the impression evaluation using the Godspeed Question-
naire are shown in Fig. 22. Although there were some
differences in the confidence intervals, there were signifi-
cant differences in all the impressions.

However, as can be seen in Fig. 20, the circumstances
of the video recording varied between the two conditions.
Although the differences between two conditions were
confirmed, it cannot be said that the proposed CG face in-
terface is better than the conventional dog head. It was not
our original intention to prove that the face interface was
better than the dog head, but rather we wanted to show
that a pedestrian could understand the previous announce-
ment using the face interface on the flat panel display. We
believe that the face interface is at least as useful as the
dog face without eyes.

5.6. Discussion
In order to confirm the validity of our proposed face

interface, trajectory control method and gaze control

108 Journal of Robotics and Mechatronics Vol.32 No.1, 2020



Previous Announcement Method Using 3D CG Face Interface

Table 7. Evaluation results of understandability.

Scale Statistic Without turning face With turning face

Mean 3.43 4.46
Understadability Standard deviation 1.14 0.72

Significance probability t = −3.94 (p < 0.001(****))
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Fig. 19. Results of impression evaluation using Godspeed
Questionnaire.

method, the comparison experiment was conducted under
the following conditions. The first was conducted using
the mobile robot with the 3D CG face interface with ro-
tating head and eyes for the previous announcement. The
second used the robot with the 3D CG face interface with
fixed head and eyes. The results of the statistical analy-
sis using data collected from 24 experimental participants
confirmed the validity and the effectiveness of our pro-
posed system.

Although some useful knowledge was obtained through
the experiments in this paper, there are still many prob-
lems to be considered. First, although it was decided that
the appropriate timing for the previous announcement was
1.5 s, since the translational velocity of the mobile robot
and the parameters, THx and THy, that affect the tim-
ing were constant in this paper, it might be necessary to
change the timing depending on a change in these con-
stant values. Secondly, there was only one pedestrian and
the robot in the corridor and the shape of the corridor
was a rectangle, that is to say, the environment was too
simple. Thirdly, the extent to which the overestimation
effect or the head-turn effect affect the understandability
and impression of a pedestrian in this study is unclear. It
is necessary to conduct further basic experiments to study
these effects. Since these effects emphasize the gaze di-
rection, we hypothesize that these will have a positive ef-
fect on the previous announcement in the simple experi-
mental environment used in this study. On the other hand,
there may be both positive and negative effects in com-
plex situations. An example of a negative effect could be
that when there are two pedestrians and the robot, the pre-
vious announcement action that is easy to understand for
one pedestrian may mislead the other.

Moreover, when two persons pass each other, the series
of procedures are complex, such as a gaze direction con-
trol or an interpretation of a facial expression [38]. For
example, it is stated in [39] that it is impolite to gaze at an

unfamiliar person for a long time. This means that the
behaviors exhibited before the previous announcement
should be designed depending on the surrounding situa-
tion. In future work, it is necessary to conduct further
experiments in a more realistic and complex environment
such as a shopping street.

6. Conclusion

We proposed a new intention expression method us-
ing a three dimensional computer graphics (3D CG) face
model. The 3D CG face model is displayed on a flat panel
screen and the two eyes and the head can be rotated freely.
The angles of the eyes and the head and the traveling
direction of the robot are calculated using the DWA de-
pending on the coordinates of a pedestrian, obstacles, and
a destination. The mobile robot rotates the 3D CG face
to the direction in which it is about to turn before start-
ing to turn its body. Thus, this previous announcement
allows an oncoming pedestrian to know the robot’s in-
tention. Three main types of experiment were conducted
to confirm the validity and effectiveness of our proposed
previous announcement method using the face interface.
First, four different timing for the previous announcement
were evaluated, and it was decided that the appropriate
timing was 1.5 s. Second, differences between two exper-
iments where a pedestrian and the robot passed each other
in a corridor with and without the previous announcement
were evaluated. Last, differences between our proposed
face interface and the conventional robot head were an-
alyzed. These experimental results revealed the validity
and effectiveness of our proposed previous announcement
method, gaze and trajectory control methods. However,
since the experimental environments and conditions were
too simple, it is necessary to conduct further experiments
in a more realistic and complex environment such as a
shopping street in future work.
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Table 8. Evaluation results using Godspeed Questionnaire.

Scale Statistic Without turning face With turning face

Mean 2.67 3.24
Anthropomorphism Standard deviation 0.76 0.58

Significance probability t = −2.94 (p < 0.001(****))
Mean 2.65 3.42

Animacy Standard deviation 0.80 0.52
Significance probability t = −3.96 (p < 0.001(****))

Mean 3.20 3.85
Likeability Standard deviation 0.81 0.55

Significance probability t = −2.25 (p < 0.05(*))
Mean 3.33 3.89

Perceived intelligence Standard deviation 0.77 0.63
Significance probability t = −2.59 (p < 0.05(*))

t = 8 [s] 

t = 9 [s]

t = 13 [s] 

t = 16 [s] 

t = 5 [s]

t = 6 [s]

t = 8 [s]

t = 10 [s] 
(a) Conventional method (b) Proposed method

Fig. 20. Video images of previous announcement based on
conventional and proposed methods.

References:
[1] T. Shibata, “Therapeutic seal robot as biofeedback medical device:

Qualitative and quantitative evaluations of robot therapy in demen-
tia care,” Proc. of the IEEE, Vol.100, No.8, pp. 2527-2538, 2012.

[2] T. Shibata, “Aibo: Toward the era of digital creatures,” The Int. J.
of Robotics Research, Vol.20, No.10, pp. 781-794, 2001.

[3] D. Wooden, M. Malchano, K. Blankespoor, A. Howardy, A. A.
Rizzi, and M. Raibert, “Autonomous navigation for BigDog,” Proc.
of 2010 IEEE Int. Conf. on Robotics and Automation, pp. 4736-
4741, 2010.

[4] J. Jones, “Robots at the tipping point: the road to irobot roomba,”
IEEE Robotics Automation Magazine, Vol.13, No.1, pp. 76-78,
2006.

[5] S. Cremer, L. Mastromoro, and D. O. Popa, “On the performance

 0

 1

 2

 3

 4

 5

Conventional method Proposed method

Av
er

ag
e

****

Confusing

Obvious

Fig. 21. Evaluation results for understandability.

 0

 1

 2

 3

 4

 5

Anthropomorphism Animacy Likeability Intelligence

Av
er

ag
e

**** *** **** **

Proposed method
Conventional method

Fig. 22. Evaluation results using Godspeed Questionnaire.

of the baxter research robot,” Proc. of 2016 IEEE Int. Symp. on
Assembly and Manufacturing (ISAM 2016), pp. 106-111, 2016.

[6] A. K. Pandey and R. Gelin, “A mass-produced sociable humanoid
robot: Pepper: The first machine of its kind,” IEEE Robotics Au-
tomation Magazine, Vol.25, No.3, pp. 40-48, 2018.

[7] T. Kanda, “Enabling Harmonized Human-Robot Interaction in a
Public Space,” pp. 115-137, Springer Japan, 2017.

[8] E. Guizzo, “Cynthia Breazeal unveils Jibo, a social robot for the
home,” IEEE SPECTRUM, July 16, 2014.

[9] J. K. Westlund et al., “Tega: A social robot,” Proc. of 2016 11th
ACM/IEEE Int. Conf. on Human-Robot Interaction (HRI 2016),
pp. 561-561, 2016.

[10] K. Kaneko, H. Kaminaga, T. Sakaguchi, S. Kajita, M. Mori-
sawa, I. Kumagai, and F. Kanehiro, “Humanoid robot HRP-5P: An
electrically actuated humanoid robot with high-power and wide-
range joints,” IEEE Robotics and Automation Letters, Vol.4, No.2,
pp. 1431-1438, 2019.

[11] N. A. Radford et al., “Valkyrie: NASA’s first bipedal humanoid
robot,” J. of Field Robotics, Vol.32, No.3, pp. 397-419, 2015.

[12] M. Mikawa, Y. Yoshikawa, and M. Fujisawa, “Expression of inten-
tion by rotational head movements for teleoperated mobile robot,”
Proc. of 2018 IEEE 15th Int. Workshop on Advanced Motion Con-
trol (AMC2018), pp. 249-254, 2018.

110 Journal of Robotics and Mechatronics Vol.32 No.1, 2020



Previous Announcement Method Using 3D CG Face Interface
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