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A method for modifying robot behaviors is introduced
to improve robot performance during the execution
of object manipulation tasks. The purpose of this
method is to minimize the execution time of tasks and
prevent collision with obstacles, including objects to
be manipulated and the robot itself, by considering
two approaches. The first is to use the potential that
robots can provide, considering that the programs are
based on events that are subject to the response of sen-
sors. The second is to determine the maximum rate
at which commands can be sent, without affecting the
responses from the sensors, and, based on that, to ac-
celerate or decelerate the execution of the task. The
proposed method focuses on the refinement of two ap-
proaches: (a) modifying the trajectory of some behav-
iors, so that they are not executed step by step, but
are executed in parallel, and (b) increasing the rate of
sending robotic commands. To validate the proposed
method, four real-world tasks are presented, including
the flipping of a briefcase, the flipping of a weighing
scale, the lifting of a weighing scale, and the opening of
a folding chair, performed by a set of small robots. The
reduction in execution time of the tasks varied between
54.2% and 73.6%; the implications of the improve-
ment are discussed based on experimental results.

Keywords: cooperative manipulation, path refinement,
human-robot interaction

1. Introduction

1.1. Background

Incorporating robots to conduct tasks generally per-
formed by humans in environments such as homes or of-
fices is a research area garnering widespread interest [1].
Although several studies deal with the motion-planning
problem of mobile manipulator robots with maximum
load-carrying capacity [2–5], it is difficult to handle heavy

or large objects with mobile robots in some cases. Ow-
ing to the physical limitations of mobile robots compared
with humans, the use of multiple robots becomes very im-
portant to overcome these limitations [6–8]. To expand
the number of tasks that robots can perform, the trans-
mission of information to robots on behaviors needed to
complete tasks is required [9].

With robotic commands, robots execute different be-
haviors that enable them to perform tasks. These behav-
iors initially assigned to robots may require modifications
to increase performance efficiency for reasons such as
inefficient communication during behavior execution be-
cause of a lack of knowledge about the limitations of the
existing architecture [10, 11] or to make more efficient tra-
jectories to follow [12].

Modifying the behavior of robots has been studied with
different purposes. Mericli et al. [13] proposed an ap-
proach using complementary corrective human feedback.
After having observed the performance of robots, humans
can correct an existing hand-coded algorithm through
commands; the robot’s performance was noted to be im-
proved in the evaluation experiments.

In the trajectory planning of robots, initial solutions are
modified to obtain solutions that are more efficient. Pop-
ular algorithms used include the construction of rapidly
exploring random trees (RRTs), where the best solution is
selected according to cost functionality based on criteria
described in the study by LaValle et al. [14]. The algo-
rithm called probabilistic roadmaps (PRMs) is also used,
which constructs a roadmap graph by uniformly sampling
configurations [15]. Predictive roadmaps are used for
robots as the trajectory to follow, as Burns used in his
study [16].

Probabilistic methods, such as RRT, PRM, or the
combination of those, rapidly exploring roadmaps
(RRMs) [17], include a refining and modifying process
at the end of the algorithms.

Regarding the trajectories of robots, in general, they
depend on constraints of several values such as position,
velocity, acceleration, and jerk [18]. In addition, based
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on parameters obtained usually by sensors, several studies
have been proposed with offline [19] and online [20, 21]
manners for methods to generate trajectories that can be
refined if circumstances so require.

Approaches for modifying the trajectory of a single
robot based on the elastic band have been proposed, with
good results, both offline [22] and online [23]. In the
case of multiple robots, centralized [24] and decentral-
ized [25, 26] approaches have been proposed to control
and modify trajectories. Most studies in the literature use
a two-phase decoupled approach, as in the study by Chid-
darwar et al. [27], which introduced an approach based
on a path modification sequence and the use of the in-
cremental A* algorithm [28]; simulation results showed
improvement in execution time.

For balancing the communication between robots
based on the existing architecture for robot manipula-
tion tasks, no studies have been conducted to the authors’
knowledge.

1.2. Objective of this Study
The objective of the study is to refine task execution in

terms of total time to complete the task by robots.
We focus on manipulation tasks executed by as many

as two robots. The challenge addressed in this study is as
follows:

• How can a precreated program for the two robots be
modified, without compromising the successful exe-
cution of the task?

To address the above challenge, we solve the problem in
the following two ways:

• Modify the trajectories generated by the behaviors of
the robots by parallelizing their execution.

• Modify the communication rate of the robots based
on finding the appropriate balance according to the
existing architecture.

2. Problem Statement

2.1. Assumption
In this research, we considered the following assump-

tions:

• The robots have an arm section, in which manipula-
tion is conducted, and a mobility section, in which
gross motion is generated.

• For the working environment of the robots, there are
no obstacles preventing a change of trajectory.

2.2. Input Specifications
We assume that the initial motion of two robots is as

follows:

(a) (b)

Fig. 1. Example of a state machine used as input: (a) be-
haviors governed by events and (b) time that each event took
place.

Table 1. Categories of system architecture.

System
Architecture Category I Category II Category III

Specifications
S: sensors
A: actuators
C: CPUs

each S and
each A has
its separate C

some S share C
between them
some A share C
between them

some S
share C with
some A

Robot Programs:
They are structured as state machines given to two

robots to execute the task successfully, with proper be-
havior of the robots and proper communication between
them. These programs can be obtained by using a teach-
ing process, as shown in [9].

Synchronized performance of tasks is based on the
execution of robotic behaviors governed by events that
are activated using sensor data [29]. The timing be-
tween robots is maintained according to communication
between robots with respect to the current state of behav-
iors. A basic example of a state machine expected as input
is shown in Fig. 1.

System Architecture:
For the system architecture of the robot systems, the

main CPU requires the data generated by sensors mounted
on the robot, and, based on the calculation using these
data, robotic commands are generated and sent to the ac-
tuators of robots to perform specific behaviors.

Sensors and actuators use small CPUs in which the re-
quired drivers are installed, and raw information is pro-
cessed to be converted into a format specified for the
communication. The architecture in the connection be-
tween CPUs, sensors, and actuators on the robots com-
prises three types of category, as shown in Table 1. The

614 Journal of Robotics and Mechatronics Vol.30 No.4, 2018



Refining Two Robots Task Execution

Fig. 2. General concept of system architecture used as input:
Robot (a) has sensors to perceive the environment (b) and
actuators to move its hardware (c). Sensors send raw data to
sub-CPUs (d), and, in the same logic, actuators (c) received
robotic commands from sub-CPUs (d). Information between
sub-CPUs and the main CPU (f) flows through channels of
communication (e).

difference in architecture lies basically in the communi-
cation channel, which is related to the number of CPUs
used; for example, if each type of sensor has its own CPU,
the communication channel is independent, but, if a dif-
ferent type of sensor shares the CPU, the data sent through
the communication channel are also shared. We give de-
tailed explanations of each category in Subsection 4.1.

We define the nomenclature used in Table 1 to describe
the architectures mentioned below, followed by a general
description of the architecture shown in Fig. 2.

R# = Robot;
# = number of robots

Si j = Sensor;
i = kind of sensors, j = number of sensors

Ai j = Actuator;
i = kind of actuators, j = number of actuators

Ci j = CPU;
i = 1: main CPU, 2: sub-CPU, j = number of CPUs

CC# = Communication Channel;
# = type of communication used by the architecture:
categories shown in Table 1.

3. Proposed Method

3.1. System Overview

The proposed refinement method focuses on improv-
ing the total execution time of a task performed by
robots, which includes two main points. Fig. 3 shows an
overview of the proposed system.

Fig. 3. Overview of refinement steps in proposed approach.

more that one 
behavior assigned?No

Yes

Step 1

Step 2

start refining the trajectory

locate behaviors prior the grasping in 
the state machine; also assign n = 1

end refining the trajectory

execution time     
of behavior 
“n” < “n+1”

Yes

possible new 
trajectory free of 

obstacles?

refine program: 
parallelize commands

Yes

is there remaining 
behaviors?

No

Yes

“n” = “n+1”

No

No

Fig. 4. Flowchart of process to refine the trajectory.

1. Refining the trajectory: Changing the original trajec-
tories generated from the behaviors with the teaching
process. See Subsection 3.2 and Fig. 4 for details.

2. Refining the communication rate: Tuning the fre-
quency of communication rate from the sensors to
the main CPU and that from the main CPU to the
actuators, as well as adjusting the movement speed
of the robot base. See Subsection 3.3 and Fig. 5 for
details.
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for E,
does S keep 
transmitting 

without delay?

No

Yes

Step 1

Step 2

start refining published rate

from state machine, extract the rate 
recorded by Subscribers and 
Publishers; also assign n = 1

detect sensor type governing the 
Event of behavior “n”

P - last increment 
for E,

set P rate as the new P

small increment of P rate

adjust the speed of the robot base, 
according to % modified in P rate

for E, robot base 
movement involved?

Yes

is 
“n” the last Event ? 

end refining published rate

Yes

No

“n” = “n+1”

No

create refined program

Step 3

Step 4

Fig. 5. Flowchart of process to refine the communication rate.

3.2. Refining the Trajectory
In this process, we focus on modifying the robots’ tra-

jectories. We consider that adequate parameter tuning
such as robot-object distance and execution time for each
behavior is difficult to realize by a human and, therefore,
difficult to consider in the state machines originally cre-
ated.

We considered the situation that the trajectories gener-
ated by the state machine are executed sequentially. The
machine waits for its assigned event to occur to continue
with the next behavior to realize. We propose to modify
the trajectory by checking whether we can integrate indi-
vidual behaviors, such that the behaviors can be executed
in parallel with respect to (a) the motion of other sections
of the same robot, such as movement of the arm section
and the mobile section, and (b) the motions of two robots.
Fig. 4 shows the detailed process.

(a) (b) (c)

Fig. 6. Expectation after refining the trajectory: (a) store
execution time in the state machine, (b) parallelize behaviors
executed before the manipulation of the object, and (c) adjust
the speed of the robot base.

In Step 1, the behaviors prior to the manipulation of
the object are located from the state machine. In the case
where more than one behavior are detected, two condi-
tions are evaluated with the intent to parallelize the exe-
cution of the basic behaviors.

In Step 2, the first condition is to evaluate whether the
present behavior “n” requires a shorter execution time
than the subsequent behavior “n + 1.” If the condition is
true, the algorithm continues with the condition that seeks
to know whether there is no obstacle. If both conditions
are true, it proceeds to parallelize the behaviors by modi-
fying the input state machine, and the modified behaviors
are executed one time to detect possible failures, such as
collisions.

If the trajectories are changed owing to the paralleliza-
tion of behaviors, we also need to consider the speed ad-
justment for the robot to improve the performance.

We adjust the speed of the robot base to reach the ex-
ecuting time of the behavior that does not involve robot
base movement, as shown in Fig. 6.

3.3. Refining the Communication Rate
We propose a method for refining the communication

rate based on the existing architecture and hardware capa-
bilities. Both factors are critical to determine an efficient
frequency in the flow of information through the channels
of communication between CPUs.

Overall, the programs created for the robots depend on
the perception of the surrounding environment to activate
behaviors. This perception is done by using several sen-
sors, including visual sensors such as cameras, orientation
sensors such as inertial measurement units (IMUs), and
touch or force sensors. With the information received, the

616 Journal of Robotics and Mechatronics Vol.30 No.4, 2018



Refining Two Robots Task Execution

execution command is decided and sent to the actuators
on the robots.

In the proposed algorithm, “subscribers” and “publish-
ers” are created. Subscribers receive sensor data every
time that the sensors send new information, and, as a
counterpart, publishers will send the robotic commands
to the actuators placed on the robots.

From the input information, the algorithm can extract
the rate at which subscribers were receiving data from the
sensors as well as the rate at which the publishers were
sending the commands to the robots.

In this study, it is assumed that we do not have access
to changing the system architecture. Therefore, we fo-
cus strictly on the rate at which the main CPU has direct
control, which is through publishers. The maximum rate
at which robotic commands sent to the CPUs controlling
the actuators can be calculated according to the event as-
signed for each behavior. Events are triggered by changes
reported by the sensors, and each event may depend on
specific sensors. The maximum rate at which publishers
can send commands will be governed by the rate at which
the sensors do not have delays in reporting values.

In this refining process, we aim to tune the rate of send-
ing robotic commands, such that the task execution time is
reduced. However, because of variables, such as the type
of architecture, CPUs used, and program delays, the rate
of data transmission from subscribers to the main CPU
may be affected differently for each behavior, and the rate
for sending robotic commands from the maim CPU to the
actuators is modified.

Based on this concept, we propose a process to obtain
the efficient rate for publishers, as shown in Fig. 5.

In Step 1, the rate recorded for each of the sensors by
subscriber “S” is extracted, along with the current rate at
which commands were sent by the publisher “P.”

In Step 2, the sensor used as a trigger for the
event “n” (Behavior 1) is detected, and a test for finding
the efficient rate for the publisher begins. With increas-
ing the frequency of P, we check whether the data from
S arrive without delay (less than a certain small threshold
value); if there is no delay, the increments to the rate P
continue until the time that S reports a delay (larger than
the threshold value). Next, the P rate value, before the last
increment, is assigned.

In Step 3, if the behavior involves movement of the
robot base, the speed of the robot base is adjusted accord-
ing to the percentage rate at which the P rate was modi-
fied.

Finally, in Step 4, we check whether the behavior an-
alyzed at present is the last or not. If not, the algorithm
returns to Step 1 to analyze the next behavior. Otherwise,
the refinement process is finished.

4. Experiments

In this section, we present the experiments and results
to demonstrate the validity and applicability of the pro-
posed refining method.

(a)

(b)

Fig. 7. Dimensions and sensors of the mobile robots used
in the experiments: (a) lift gripper and (b) parallel gripper.

Two small robots are used to perform the tasks,
equipped with various sensors. We evaluate the improve-
ment in the execution time after the refining process.

4.1. Experimental Setup
4.1.1. Hardware Implementation

As the experimental apparatus, the Pioneer 3 mobile
robot was used. Each of the two robots had a tool to ma-
nipulate objects, and sensors such as force sensors and
IMU sensors were used, the data obtained by which was
processed by a CPU. Fig. 7 shows the robots alongside
their characteristics.

We describe three categories in Table 1, explained in
Section 2.1 and given in detail below:

Category I:
Robots use different sensors to perceive real worlds.

Each sensor collects the raw data and sends them to re-
spective sub-CPUs. Following the requirements in the
state machine, robotic commands are sent from sub-CPUs
to each actuator. Fig. 8(a) shows the described architec-
ture.

Category II:
Several different sensors use the same sub-CPU, which

means that several sensors share the sub-CPUs. Similarly,
several actuators share the sub-CPUs. Fig. 8(b) shows the
described architecture.

Category III:
All the sensors and actuators use the same sub-CPU.

Fig. 8(c) shows the described architecture.

4.1.2. Evaluated Tasks
Four kinds of task are evaluated with three different ob-

jects. Fig. 9 shows the initial and goal configuration of the
objects in each task.
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Fig. 8. Categories of system architecture: (a) Cate-
gory I, (b) Category II, and (c) Category III.

4.1.3. Experimental Details
For each of the tasks, robots were located at a prede-

fined distance from the objects. Each experiment was per-
formed once.

Because the processes for evaluating the four tasks are
similar, hereafter we use Task 4 as a reference task, the
most complex one, to describe details of the experiments.
Fig. 10 shows the initial setting in the experiment.

(a) (b)

(c) (d)

Fig. 9. Description of initial and goal configuration of the
objects in the tasks. (a) Task 1: Flip the briefcase lying on
the floor, (b) Task 2: Flip the weighing scale lying on the
floor, (c) Task 3: Lift the weighing scale lying on a table,
(d) Task 4: Open the folding chair lying on the floor.

40 cm

21 cm

5 cm
55 cm

50 °

40 cm

5 cm

Fig. 10. Initial setting for Task 4.

4.2. Experimental Results
The refining process results and details for each of the

steps inside the process regarding Task 4 are described be-
low, and the results of the other three tasks are discussed
in Subsection 4.3.

First, for task realization, the robots execute input state
machines. Fig. 11 shows these results. The state machine
and the data obtained from the state such as the total time
to execute the task and the execution time for each behav-
ior, are shown.

Sensor values were used as triggers to transit from one
behavior to another. The sensor configuration was in Cat-
egory II, meaning that they shared the same CPU; the
communication channel transmitted data to the main CPU
at a rate of 200 Hz, while the rate detected for sending
robotic commands was 10 Hz. The initial robot speed was
set as 1.05×10−2 m/s.

With the acquired data, the first step of the refining pro-
cess involved modifying the trajectory for behaviors. The
modification of the trajectory was carried out by executing
behaviors in parallel instead of step by step. This rule was
applied to behaviors performed before the robots began to
manipulate the object. In the case of Task 4, modification
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Fig. 11. State machines and initial execution time for Task 4.

was only applied to Robot 1 that had two behaviors as-
signed prior to pull-out behavior, unlike Robot 2, which
has only one behavior prior to the pull-out behavior.

By changing the trajectory and by adjusting the speed
of the robot base, the robots can perform the task more
efficiently.

Subsequently, the refining step, in which the maxi-
mum communication rate for sending robotic commands
according to the current system architecture was deter-
mined, and a new adjustment for the speed was applied,
was carried out. The appropriate communication rate was
found to be 23 Hz, and it was applied to both robots.

With the communication rate determined, as well as the
robot speed adjusted, the task was executed again, and the
result was an improvement in the execution time of 64.2%
compared with the time recorded when using the input
state machine.

More concrete results are shown in Fig. 12. Here, the
task time is 260 s for the original trajectory, shown in
Fig. 12(a). With the modification in trajectory, the time
became 203 s (parallelization of downward movement of
the arm section in Robot 1, shown as R1, and forward
movement of the mobile section in Robot 1) as shown
in Fig. 12(b). It became 192 s with the speed adjust-
ment (the quicker forward movement of the mobile sec-
tion in Robot 1), as shown in Fig. 12(c). Last, the total
time was reduced to 93 s with the refinement of commu-

(a)

(b)

(c)

(d)

Fig. 12. Refinement process of the trajectories in Task 4:
(a) original trajectories, (b) trajectory modification, (c) speed
adjustment, and (d) refinement of communication rate.

nication rate (more-frequent sensor input from the sensors
to the CPU and less-frequent output to the actuator from
the CPU) – see Fig. 12(d). As for other tasks, see [a].

4.3. Discussion
In this section, the results of the above described eval-

uation are discussed. By modifying the trajectory of the
robots and by adjusting the rate at which the robotic com-
mands were sent, it was possible to refine the programs
for each of the four tasks.

In the first step of the refinement, although the begin-
ning of behaviors was adjusted to be the same after the
parallelization process, the assigned events were main-
tained to indicate the completion of the behavior, with
the exception that the event of the absorbed behavior no
longer determined whether the robot continued with the
next behavior or not, as shown in Fig. 13. Furthermore,
the speed of the robots was adjusted to improve the exe-
cution time.

In the second step of refinement, a balance for the com-
munication rate according to the system architecture was
found in a way that the main CPU could send robotic com-
mands to the robots without delaying the arrival of data
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(a) (b)

Fig. 13. Behaviors being executed in parallel. Behaviors
assigned to Robot 1 before manipulation in Task 4, (a) input
state machine and (b) trajectory-modified state machine.

Fig. 14. Execution time of the robots before and after ap-
plying refining process for Tasks 1, 2, and 3.

from the sensors.
The results shown in Fig. 12 indicate that the execution

time for Task 4 was reduced by 64.2%, without any acci-
dent caused by this refinement due to delays in data sent
by the robot through subscribers.

Similarly, the proposed refinement method was applied
for the first three tasks evaluated, and the results concern-
ing the task execution time achieved after each phase are
shown in Fig. 14. Through the proposed method, the re-
duction in execution times of Tasks 1 to 3 was 70.3%,
73.6%, and 54.2%, respectively. These values are signifi-
cant, and the validity of the proposed method was demon-
strated by the four experiments.

In this study, we focused on tasks that were executed
by making use of as many as two robots for manipulating
objects. However, the presented approach theoretically
can be extended to systems including more robots.

5. Conclusion and Future Work

We proposed a refinement method for improving effi-
ciency in terms of task execution time for two robots that

use programs based on state machines to perform a task.
We focused on two points in the refining process of the
behaviors to be executed by the robots: modification of
the trajectory and balancing the rate of communication
for sending robotic commands.

In the evaluations, four test tasks, including flipping a
briefcase, flipping a weighing scale, lifting a weighing
scale, and opening a folding chair, were used. The re-
sults demonstrated an improvement in the task execution
time of between 54.2% and 73.6%.

The application areas of the proposed algorithm are
rather diverse. The method is applicable to motion plan-
ning/generation problems of loosely coupled cooperative
robots in industrial and service fields [30]. Further, it
can generate smooth movement of robots with reduc-
tion of motion and communication loss. The authors
believe that the proposed method pertains to Level 6
(system/subsystem model or prototype demonstration in
a relevant environment) in the Technology Readiness
Level (TRL) [31].

Our future work will involve improving the robustness
of the system by predicting the occurrence of the unex-
pected events, such that the system can react to them, in-
cluding sensor failures. The extension to multiple robot
systems with more than two robots is also an aspect to be
addressed in the future.
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