
Kamezaki, M. et al.

Paper:

A Basic Framework of Virtual Reality Simulator for Advancing
Disaster Response Work Using Teleoperated Work Machines

Mitsuhiro Kamezaki∗, Junjie Yang∗∗, Hiroyasu Iwata∗∗∗, and Shigeki Sugano∗∗

∗Research Institute for Science and Engineering (RISE), Waseda University
17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan

E-mail: kame-mitsu@sugano.mech.waseda.ac.jp
∗∗Department of Modern Mechanical Engineering, School of Creative Science and Engineering, Waseda University

3-4-1 Okubo, Shinjuku-ku, Tokyo 169-8555, Japan
∗∗∗Department of Modern Mechanical Engineering, School of Creative Science and Engineering, Waseda University

Green Computing System R&D Center, 27 Waseda-machi, Shinjuku-ku, Tokyo 162-0042, Japan
[Received February 24, 2014; accepted June 11, 2014]

A virtual reality (VR) simulator is developed to aid in
advancing teleoperated construction machines for dis-
aster response work. VR simulators, which can mea-
sure arbitrary data, allow the operator to reproduce
desired situations repeatedly, and change the machine
and environmental configurations more easily than
is possible in real environments, can create teleoper-
ation technologies and quantitatively evaluate them,
and can improve operational skills in complex disaster
response works. As basic components of a VR simu-
lator, a VR environment, operation-input, and video-
output components are developed. The VR environ-
ment is built using a basic graphics library and dy-
namics engine for simplification. The operation-input
component consists of control levers for a demolition
machine that has a grapple and environmental cam-
eras with yaw, pitch, and zoom functions. The video-
output component consists of a two-dimensional mon-
itor that can display an in-vehicle camera view, mul-
tiple environmental camera views, and the machine
status. Experiments conducted show that operators
can adequately transport debris in the VR environ-
ment while watching views on the monitor from the
in-vehicle and environmental cameras. The experi-
ments also reveal the characteristics that reduce the
machine’s time efficiency.

Keywords: construction machinery, teleoperation, vir-
tual reality simulator, disaster response work

1. Introduction

It is generally hoped that disaster rescue and recovery
could be achieved more safely, effectively, and expedi-
ently [1]. In general, disaster rescue and recovery work
is performed using construction machinery, which has the
advantage of being able to produce massive amounts of
force [2]. Construction machinery is maneuvered by an
operator in a cockpit installed on the machine (such oper-
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Fig. 1. Unmanned construction using teleoperation tech-
nologies.

ation is hereinafter called in-vehicle operation), as shown
at the top of Fig. 1. However, in disaster response work,
the in-vehicle operation often causes two critical prob-
lems: the lives of operators are endangered and the appli-
cable environments are limited. The ground, landslides,
and collapsed buildings after a disaster are often unstable
and complicated [3]. Moreover, the operator may have
insufficient visibility due to smoke and obstacles. These
factors cause dangerous collapse of piles of rubble, top-
pling over of machinery, and breakage of surrounding un-
damaged objects. In-vehicle operation thus endangers op-
erators in secondary disasters. Moreover, disasters and ac-
cidents often occur in unusual circumstances and/or cre-
ate undesirable ones, including anoxic atmospheres (e.g.,
underwater), noxious gas (e.g., carbon monoxide), and ra-
diation, which are especially dangerous to operators [4].
The disaster response work in such circumstances has so-
cial significance, but human operators cannot live in such
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circumstances biologically. In-vehicle operation therefore
cannot be applied in the abovementioned dangerous cir-
cumstances.

To address the problems above, teleoperation tech-
nologies have been introduced into construction machin-
ery [5–7]. Teleoperation in this field is called unmanned
construction, which does not mean an autonomous con-
trol system [8]. In unmanned construction, an operator is
in a safe operation room located at a location far from the
disaster site, as shown at the bottom of Fig. 1. Various
data are exchanged between the disaster-site and remote-
site using radio communication techniques. Operational
signals are transmitted to teleoperated machines on the
disaster site, such as hydraulic shovels, bulldozers, and
dump trucks. Sensory signals include position data re-
ceived from a satellite positioning system and camera im-
ages received from in-vehicle and environmental cameras.
The operator maneuvers a teleoperated machine by means
of control levers, the same as in the case of an in-vehicle
system, and obtains sensor data by watching multiple two-
dimensional monitors.

2. Requirements for Advancing Unmanned
Construction Systems

The problems of the current unmanned construction
systems were first identified, and the work required to ad-
dress the problems was then proposed.

2.1. Current System in Unmanned Construction
1) Common primordial problems: The safety of oper-

ators is physically ensured and the applicable limi-
tations are partially solved by using unmanned con-
struction systems. However, these systems have so
far just integrated existing teleoperation, monitor-
ing, and radio communication technologies, so they
have recently faced more complex problems. The
most critical problem is the decrease in time effi-
ciency. In excavation work using a teleoperation
system, the time efficiency is approximately 40%
lower than when the in-vehicle operation system is
used [9]. This decrease results primordially from
different operational conditions which can be classi-
fied into the following three components: unsatisfac-
tory visual information, radio communication delay
of operational signal and camera image information,
and a lack of tactile and body sensory information,
as shown in Fig. 2. Moreover, in recent years, so-
ciety has called for improved efficiency and a wider
range of applications for unmanned construction [10,
11]. This is because these activities directly relate to
faster disaster recovery.

2) Current research and developments: To improve
the time efficiency of unmanned construction, the
abovementioned three issues must be solved. Vari-
ous technologies addressing them have been devel-
oped. For the incomplete visual information, op-
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Fig. 2. Problems in current unmanned construction.

eration assistance based on markers overlaid on the
camera image [12] and an immersive user interface
based on augmented reality techniques [13] have
been proposed. To decrease the communication de-
lay, the assignment of communication array vehi-
cles [14] and signal processing [15] have been pro-
posed. The radio communication problems, includ-
ing delay, crosstalk, wave interference, and limita-
tion of communication distance, have been empha-
sized in recent developments. For missing tactile and
body sensory information, haptic interfaces [16] and
force feedback systems [17] have been proposed, but
they have been incorporated very little in current un-
manned construction due to their complex feedback
systems.

2.2. Technology Development Using VR Simulator
Many technologies have been developed in real envi-

ronments using physical resources, which are quite impor-
tant for practical fields such as disaster response work. On
the other hand, developments in real environments have
many constraints, such as high costs, lack of sensors, ir-
reproducible environments, and time-consuming experi-
ments. To prepare for unforeseen disasters, many kinds
of situations should be repeatedly experienced, and ad-
vanced technologies must be developed on the basis of the
quantitative analysis of the experimental results. There-
fore, developments in real environments are not effective
for that purpose. As one way to address these problems,
virtual reality (VR) simulators are often used, such as sur-
gical operation simulators [18, 19] and automobile driv-
ing simulators [20]. The advantages of VR simulators are
quantitative evaluation at lower cost, high repeatability,
and no physical constraints. VR simulators are thus useful
for operational skill training, the derivation of comprehen-
sive problems and improvements [18], and the develop-
ment and evaluation of advanced technologies, although
physical behavior is difficult to reproduce precisely. In the
construction machinery field, a VR simulator for coach-
ing machine operations has been developed [21], but, VR
simulators that address the aforementioned three issues
have not been developed in the unmanned construction
field.
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Fig. 3. Virtual reality environment with machine and camera configurations.

2.3. Required Work
In this study, a basic framework for a virtual reality

simulator to easily train operators to perform unmanned
construction, extract issues to be improved in teleopera-
tion, and develop advanced unmanned construction tech-
nologies was proposed. The following developments and
experiments were then conducted.

1) Development of VR environment: The VR environ-
ment was built using OpenGL to easily reproduce
the experimental environment and using Open Dy-
namics Engine to reproduce basic physical behavior.
A demolition machine with a grapple, cameras, and
various objects and barricades were created (Sec-
tion 3).

2) Development of man-machine interface: The opera-
tor interface consisted of operation-input and video-
output components. Control levers for the machine
and controllable cameras with yaw, pitch, and zoom
functions as well as a two-dimensional monitor to
display camera images and machine status were pre-
pared (Section 4).

3) Evaluation experiments: Through a debris-
transporting experiment, the usefulness of the
developed VR simulator was evaluated. Moreover,
on the basis of analyzing the work results, key areas
in which time efficiency could be improved were
identified (Section 5).

3. Development of Virtual Reality Environ-
ment

Taking the ease of experiment and reproduction of fun-
damental physical behaviors into consideration, we cre-
ated the virtual reality environment shown in Fig. 3.

3.1. Components
The VR environment was built using OpenGL, which is

a basic rendering tool box that can create two- and three-
dimensional graphics and can easily adjust the viewport
configuration.

1) Teleoperated machine: Arbitrary machine types
could be created, and their configurations could eas-
ily be adjusted. Debris removal work at disaster
sites was targeted in this study, so a demolition ma-
chine with a grapple of a size equivalent to a 20-ton-
class industrial construction machine was created, as
shown in Fig. 3(c). The reproduced machine had
seven degrees of freedom: left and right crawlers,
a turning mechanism, a grapple (open/close), and a
manipulator with three pitch joints, a boom, an arm,
and a bucket (named from proximal to distal order of
the joint).

2) In-vehicle and environmental cameras: Any number
of cameras could be installed in arbitrary positions.
In this study, one camera was installed in the ma-
chine (called an in-vehicle camera) and six cameras
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were set in the environment (called environmental
cameras), as shown in Fig. 3(b). The number of cam-
eras was similar to that for current unmanned sys-
tems. Cameras were defined by roll, yaw, and pitch
rotation, and optical zoom, as well as installation
height and base location. The one in-vehicle cam-
era and six environmental cameras were used to pro-
vide a view from the cockpit and complement the in-
vehicle camera view. In consideration of the funda-
mental camera parameters, controllable parameters
were set to the optical zoom and yaw and pitch an-
gles, which could be adjusted with control levers, as
described in Section 4 (Fig. 4(c)). By referring to the
general camera settings, the adjustable ranges of the
angle of view (zoom ratio), yaw (rotation around the
z-axis), and pitch (rotation around the y-axis) were
set to 10◦ ↔ 70◦, −180◦ ↔ 180◦, and −70◦ ↔ 70◦,
respectively, as shown in Fig. 3(d). Fixed parameters
were then set to the roll rotation (rotation around the
x-axis), base location (x,y), and installation height
(z). The detailed settings for the experiments are de-
scribed in Section 5.1.

3) Material: Many types of materials could be created.
Complex materials (e.g., sticky, friable, and powdery
ones) should be created to reproduce actual complex
disaster sites, but, in this study, we focused on debris
transport as one of the most basic disaster response
tasks. Six cylindrical objects, three wall barricades,
two debris yards, and one collection yard were then
created, as shown in Figs. 3(a) and (b). These mate-
rials could be created and rearranged depending on
the purposes of the development and evaluation of
advanced technologies, and skill training. The set-
tings of the experiments are detailed in Section 5.1.

3.2. Reproduction of Dynamic Behaviors
Physical phenomena, including grasps, collisions, and

gravity, are vital for the VR simulators used for disaster
response work performed with construction machinery.
Therefore, the proposed simulator included a high perfor-
mance library, called an Open Dynamics Engine (ODE),
for simulating rigid body dynamics. ODE has built-in
collision detection, as shown in Fig. 3(e). Although the
ODE does not completely reproduce dynamic behaviors
and lacks in accuracy of calculating contact points, it has
the minimum functions required to realize the purpose of
this fundamental study, namely to focus on simple debris
transport. ODE was employed because of the ease with
which it reproduces basic physics. Moreover, the simula-
tor can measure sensory information, such as joint torque,
force applied to the end-point, grasping force, and the po-
sition and orientation of the end-point, individual joints,
and machine body, all of which can be stored in a comma-
separated values (CSV) file. The control and sampling
frequencies were set to 30 Hz.

4. Development of Man-Machine Interface

On the basis of the actual unmanned construction sys-
tems, the operator interfaces consisting of operation-input
and video-output components were developed (Fig. 4).

4.1. Control Lever (Input)
A total of ten control levers were prepared to control

the teleoperated construction machinery and environmen-
tal cameras, and two 12-bit analog to digital conversion
(A/D) boards were used to read input data. The relation-
ship between the master joints (the control levers) and
slave joints (the teleoperated machine and environmen-
tal cameras) and arrangement of control levers could be
arbitrary adjusted.

1) Teleoperated machine: Two control levers for the
manipulator and turning mechanism were placed
to the left and right of the operator, as shown in
Fig. 4(a). These levers had two degrees of freedom
in the x (forward and backward) and y (left and right)
directions as well as one rocker switch. The grapple
was controlled using the rocker switch of the right
lever. The axis relationship between the machine
and control levers corresponded to the JIS standard,
called left-right-pivot [a]. This relationship could be
changed by software. Moreover, two control levers
for the right and left crawlers were placed in the front
of the operator, as shown in Fig. 4(b). These levers
had one degree of freedom in the x (forward and
backward) direction. Two control levers for spare
usage, which were of the same type as the crawler
lever, were placed to the left and right of the crawler
levers.

2) Environmental camera: Four control levers for the
environmental cameras were placed in the lower
front of the crawler levers, as shown in Fig. 4(c).
These levers had three degrees of freedom in the x
direction (pitch), y direction (yaw), and z rotation
(zoom). It was unrealistic to set up control levers
for all the environmental cameras, so the number of
control levers was set to four in this study.

4.2. Monitor (Output)
One monitor that could project multiple camera views

was prepared, and the relationship between view content
and projected position in the monitor was defined.

1) Monitor configuration: In the current unmanned con-
struction system, multiple two-dimensional (2-D)
monitors were used to display the video received
from the cameras [5, 8, 14]. However, the size, reso-
lution, and number of monitors have not yet been an-
alyzed systematically. It is quite important to change
the monitor configurations and evaluate them. In
this study, a 42” 2-D liquid crystal display (LCD)
with a 1920× 1080 pixel resolution, was employed,
as shown in the upper left of Fig. 4. This monitor
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was placed behind the control levers. The size and
number of sections of the display area could be di-
vided arbitrarily. In this study, it was equally divided
into 2× 3 sections with 4:3 aspect ratios, as shown
in Fig. 5.

2) Relationship between view content and position:
Any camera images and information could be shown
in the six sections. The image from the in-vehicle
camera had to be set in the center because it was

the most fundamental image. It was unrealistic to
project all the images from the environmental cam-
eras, so the number of environmental camera views
was set to four, corresponding to the number of cam-
era control levers. Moreover, a status view showing
the positions of the machine and camera as well as
an overview of the environment (top view), should
be provided. From the analysis, the relationships
between view content and position were defined, as
shown in Fig. 5. The view (a) at the lower center is
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Table 1. Components and adjustable parameters of VR sim-
ulator.

Components Adjustable parameters 
VR environment  

- Machine  Type (backhoe, crane, and crasher), size, and 
degrees of freedom 

- Camera Base position and posture, height, camera 
angle, angle of view, and the number 

- Material Shape, weight, and friction, and the number 
* Smoke and fragile and particle objects 

Operation input  Arrangement of control lever, relationship
between control lever and joints of machine
* Force feedback system 

Video output Arrangement and size of monitors, relation-
ship between image content and position 
* Three-dimensional displays 

 

* Components which should be implemented in the future work 

the in-vehicle camera image. The views, (b)–(e), are
the images from the environmental cameras. The re-
lationship between the view letter and camera num-
ber was defined as follows in this study: (b) 1, (c) 4,
(d) 3, and (e) 2. The view (f) at the upper left shows
the camera status and overview map of the environ-
ment. Besides these six views, an elapsed time bar
was set on the bottom of the screen.

5. Evaluation Experiments

Fundamental experiments were conducted to confirm
that the operator could execute unmanned construction
work using the developed VR simulator, and to analyze
the results.

5.1. Adjustable Parameters in VR Simulator
The purpose of the developed VR simulator was to

easily train operators to do unmanned construction work,
identify potential improvement areas in teleoperation, and
develop advanced unmanned construction technologies,
as stated in Section 2.3. In this study, we developed a ba-
sic framework for a VR simulator, consisting of the basic
components, i.e., the VR environment, operation-input,
and video-output, which could be arbitrarily adjusted, as
stated in Sections 3 and 4. Table 1 lists the reproduc-
tion components and adjustable parameters. The table
also lists components which should be implemented in
future work because this study focused on fundamental
components. The quality and complexity of each compo-
nent should be improved in future works.

5.2. Experimental Conditions
The purpose of the experiments was to evaluate the fun-

damental performance of the VR simulator. The evalua-
tion task was therefore set to sequentially transport de-
bris, as this is one of the most fundamental disaster re-
sponse tasks. The six cylindrical objects to be transported
(3.0 m in length and 0.35 m in diameter) were set in two

Table 2. Experimental settings.

  Orientation and zoom °*  Position m * 
  Yaw Pitch AoV **    
Camera 1  172 3 70  20 2 4 
Camera 2  77 14 30  3 20 4 
Camera 3  124 4 44  20 20 4 
Camera 4  13 1 31  20 8 8 
Camera 5  94 16 38  10 20 4 
Camera 6  40 9 31  20 20 8 

 

* Coordinate systems are referred to Figs. 3 (b) and (d) ** Angle of view 

debris yards (3.8 W × 3.8D × 0.6H m), as shown in
Fig. 3(a). To obscure the operator’s vision, two walls
(7.0 W × 0.3D × 3.0H m) and one high wall (7.0 W
× 0.3D × 4.0H m) were placed in front of the debris
yards, as shown in Fig. 3(b). Operators grasped each ob-
ject around the middle without misses or erroneous con-
tact, and transported the objects, without letting them fall,
as quickly as possible to the collection yard (the same
size as the debris yard). To evaluate the basic framework
of the virtual reality simulator, camera parameters were
fixed as listed in Table 2: the cameras used (1, 2, 3, and
4), yaw (−172◦,−77◦,−124◦, and −13◦, line directions
in Fig. 3(b)), pitch (−3◦,−14◦,−4◦, and −1◦), angle of
view (70◦, 30◦, 44◦, and 31◦), x coordinate (20, 3, 20, and
−20 m), y coordinate (2, 20, 20, and 8 m), and z coor-
dinate (4, 4, 4, and 8 m). The 4 m-high cameras were
used to provide detailed images of the manipulator, and
the 8 m-high cameras were used to provide an overview
of the environment. These parameters were determined
through the pre-experiments to adequately complement
the in-vehicle camera image. In this study, the useful-
ness of the developed VR simulator as an operational skill
improvement tool was evaluated. Seven novice operators
who were familiar with how to operate our simulator were
chosen as operators, and they each carried out the task six
times.

5.3. Results
We first confirmed that operators could complete the

task on the VR simulator to evaluate its usefulness as
an operational training tool. Second, we analyzed their
methods of operation to determine the difference in time
efficiency in order to evaluate a quantification function.
Third, we identified the situations that tended to lower
the time efficiency in order to evaluate the possible areas
needing improvement.

1) Task completion and effect of training: The oper-
ators completed the debris transport task, includ-
ing moving the machine body, reaching an object,
grasping the object, transporting it, approaching the
collection yard, and releasing the object into it, as
shown in Figs. 6(a)–(f). The average completion
time for all operators is shown in Fig. 7. The re-
sults indicated that the time efficiency increased, and
T -testing indicated that there was a significant differ-
ence between trials 1 and 6 (t = 5.28, p < 0.05). The
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figure shows that the operators gradually acquired
adequate operational skills as they repeated the tasks.
These results indicate that the developed VR simula-
tor is useful as a teleoperation skill training for un-
manned construction.

2) Analysis of time efficiency between operators: As a
basic analysis, factors that affect the machine’s time
efficiency were analyzed by comparing a slow re-
sult (Operator A: 444.6 s) with a fast one (Opera-
tor B: 221.7 s). The amount the control levers that
were used and the trajectory of the end-point (x and
z) for both results are shown in Fig. 8. The results
for the slow one (Operator A) indicate that the op-
erator frequently wasted operations and stopped the
bucket and boom joints, and above all, the operator
frequently re-positioned the body of the machine af-
ter reaching for objects, as shown in the upper part
of Fig. 8(a). The lower part of Fig. 8(a) indicates
that it took a long time to grasp an object after the
end-point has entered the area near the object, mean-
ing that the operator could not control the end-point
precisely. Questionnaires indicate that there were
sometimes blind spots and the angle of view was not
suitable in some situations. The operators felt that
these factors lowered their efficiency and preciseness
in machine operations. The results for slower opera-
tors had the same features as those for Operator A. In
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contrast, the results for faster operators (like Opera-
tor B) indicated that they wasted few operations and
grasped the objects swiftly, as shown in Fig. 8(b).
These results of analysis reveal that operations near
the object are the key to improving efficiency, so the
developed VR simulator could help to reveal points
needing improvement.

3) Analysis of work state decreasing time efficiency:
To analyze the causes of degraded time efficiency in
detail, the elapsed times during each work state, in-
cluding stoppage time (when all control levers are
stopped), positioning time (when the control lever
of the crawler is activated), and manipulation time
(when the control levers of the manipulator and/or
tuning mechanism are activated) were derived. The
ratio of elapsed time in each state to the total comple-
tion time was also calculated. The results of the anal-
ysis are shown in Fig. 9. As the figure indicates, all
elapsed time in each state for Operator B was shorter
than that for Operator A, the stoppage time was one-
third, and the positioning time was one-fourth. An
analysis of the ratio revealed that the manipulation
ratio for Operator A was 58.7% while that for Oper-
ator B was 71.0%. This means that Operator B spent
most of the time in actual movement. It was also
observed that operators who had shorter completion
times tends to have shorter stoppage and position-
ing times. The experiments showed that smooth po-
sitioning of the end-point while grasping the object
serves to increase time efficiency.

6. Conclusion

A teleoperation simulator using a virtual reality (VR)
environment to advance unmanned construction has been
developed. The VR simulator had to have the function-
ality to create new teleoperation technologies and evalu-
ate them quantitatively as well as to improve operational
skills. In this study, basic components, including the
VR environment, operation-input, and video-output com-
ponents, all of which could be arbitrary adjusted, were
developed. The VR environment was easily built using
OpenGL and ODE. For the operation-input components,
control levers for a demolition machine with a grapple and
environmental cameras with yaw, pitch, and zoom func-

tions were developed. For the video-output components,
a grid of six-different 2-D views, to display one in-vehicle
camera image, four environmental camera images, and
one machine status, were prepared. Debris transport tasks
were conducted by using the developed VR simulator. In
the experiments, all operators successfully transported de-
bris. The results of work analysis indicated that the an-
gle of view during the grasping state influenced the time
efficiency. The improvement of visual information will
be discussed by adding more subjects including skilled
operators in the future work. More complex materials
(e.g., string-like and friable objects) and natural phenom-
ena (e.g., smoke and rain), simulated time-delay compo-
nents, and a sensory feedback system (e.g., force feed-
back) must be implemented in the developed VR simula-
tor. Moreover, the usefulness of sensor data that can be
obtained only in a VR space must be quantitatively evalu-
ated, and a method for applying them to real environments
will be discussed.
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