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MMMs-induced fuzzy co-clustering achieves dual par-
tition of objects and items by estimating two differ-
ent types of fuzzy memberships. Because member-
ships of objects and items are usually estimated under
different constraints, the conventional models mainly
targeted object clusters only, but item memberships
were designed for representing intra-cluster typical-
ities of items, which are independently estimated in
each cluster. In order to improve the interpretabil-
ity of co-clusters, meaningful items should not belong
to multiple clusters such that each co-cluster is char-
acterized by different representative items. In pre-
vious studies, the item sharing penalty approach has
been applied to the MMMs-induced model but the
dual exclusive constraints approach has not yet. In this
paper, a heuristic-based approach in FCM-type co-
clustering is modified for adopting in MMMs-induced
fuzzy co-clustering and its characteristics are demon-
strated through several comparative experiments.

Keywords: fuzzy co-clustering, dual exclusive partition,
multinomial mixture models

1. Introduction

Fuzzy co-clustering is a basic technique for summariz-
ing co-cluster structures varied in cooccurrence informa-
tion matrices among objects and items and has been uti-
lized in such cooccurrence analysis as bag-of-word doc-
ument analysis with document-keyword cooccurrence or
market analysis with customer-product purchase history.
Fuzzy c-means (FCM) [1, 2] has been extended to fuzzy
co-clustering models [3–5] in such a way that the within-
cluster-error measure is replaced with the aggregation
measures among objects and items. Dual partition of ob-
jects and items are achieved by estimating two different
types of fuzzy memberships. Although object member-
ships follow the same constraint with FCM for achiev-
ing exclusive assignment to clusters under the sum-to-one
condition with respect to the cluster index, item member-
ships represent the relative typicality in each cluster in-
dependently under the sum-to-one condition with respect
to the item index. Because the FCM-type co-clusterings

have no clear connection with any statistical co-clustering
models, they often suffer from the lack of statistical guid-
ance in fuzziness tuning. Fuzzy co-clustering induced by
MMMs (FCCMM) [6] is a fuzzy counterpart of statistical
multinomial mixture models (MMMs) [7], whose parti-
tion quality was shown to be improved through careful
tuning of fuzziness degrees.

A possible improvement of above fuzzy co-clustering
models is introduction of the exclusive constraint to item
partition for interpretability. For example, if some items
are very popular and have large typicalities in multiple
clusters, several clusters are characterized by common
items and their differences may be concealed. Then, it
will be useful to emphasize the differences among co-
clusters by avoiding the sharing of common representative
items in multiple clusters.

In order to avoid item sharing in multiple clusters, we
can adopt two approaches. The first approach is to in-
troduce the penalty on item sharing without changing the
original constraints. Honda et al. added an item shar-
ing penalty to the objective function of FCM-type co-
clustering [8], in which the penalty term is composed of
the sum of item memberships such that it becomes large if
some items have large memberships in multiple clusters.
Then, each item can have large memberships in at most
one cluster or has small memberships in all clusters.

The second approach is to force the FCM-like ex-
clusive constraints not only to object memberships but
also to item memberships. Tjhi and Chen [9, 10] pro-
posed heuristic techniques for avoiding whole-data clus-
ters by modifying the objective function of FCM-type
co-clustering, one of which is easier to implement with-
out additional hyper-parameters [10]. In contrast to the
first approach, the dual exclusive constraints play a role
for clarifying the cluster assignment of each item and all
items have relative memberships among clusters.

In this paper, a heuristic dual exclusive partition model
is adopted in the MMMs-induced fuzzy co-clustering con-
text and its characteristics are compared with the item
sharing penalty approach. The remaining parts of this
paper are as follows: Section 2 reviews the conventional
fuzzy co-clustering models and its modification with dual
exclusive partition. Section 3 introduces FCCMM with
item sharing penalty and proposes a novel approach of
extended MMMs-induced fuzzy co-clustering with dual
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exclusive constraints. The characteristics of the proposed
method is demonstrated through several numerical exper-
iments in Section 4 and the summary conclusion is pre-
sented in Section 5.

2. Fuzzy Co-Clustering and its Variants

2.1. FCM-Type Co-Clustering
Let R = {ri j} be an n×m cooccurrence matrix among n

objects and m items, whose element ri j represents the rela-
tion between object i and item j. The goal of co-clustering
with soft partitions is to estimate the membership degrees
of both object uci and item wc j to cluster c in all C clusters.

Fuzzy clustering for categorical multivariate data
(FCCM) [3] is an FCM-type co-clustering model, in
which the FCM objective function was modified with
a within-cluster-aggregation measure followed by the
entropy-based fuzzification penalty [2, 11] as:

L f ccm =
C

∑
c=1

n

∑
i=1

m

∑
j=1

uciwc jri j −λu

C

∑
c=1

n

∑
i=1

uci loguci

−λw

C

∑
c=1

m

∑
j=1

wc j logwc j, . . . . . . (1)

where uci and wc j obey the sum-to-one conditions as
∑C

c=1 uci = 1 and ∑m
j=1 wc j = 1, respectively. Then, uci

mainly represents cluster assignment of object i while wc j
implies the typicality of item j in cluster c. The two types
of memberships are estimated under the alternating opti-
mization scheme like FCM.

It is often difficult to select plausible values for fuzzi-
fication weights λu and λw because there is no guideline
due to the lack of connection with statistical co-clustering
models.

2.2. Fuzzy Co-Clustering Induced by Multinomial
Mixture Models (FCCMM)

Honda et al. [6] proposed a fuzzy co-clustering method
induced by the concept of multinomial mixture models
(MMMs) [7]. Since the pseudo-log-likelihood function in
MMMs can be interpreted as realization of soft partition
by adding K-L information to hard aggregation degree cri-
terion, the following objective function was proposed by
considering regularization by K-L information [12, 13]:

L f ccmm =
C

∑
c=1

n

∑
i=1

m

∑
j=1

uciri j logwc j

+λu

C

∑
c=1

n

∑
i=1

uci log
αc

uci
. . . . . . . (2)

Supported by the MMMs-induced concept, each wc j is
forced to be ∑m

j=1 wc j = 1 while uci are estimated under
∑C

c=1 uci = 1.
Since αc represents the capacity of cluster c and uci be-

comes close to αc by the penalty term of K-L information,
fuzzification of uci is realized by taking into account the

capacity of each cluster. Fuzzification weight λu tunes the
degree of fuzziness of memberships uci, and when λu = 1,
Eq. (2) is exactly equivalent to the pseudo-log-likelihood
function to be maximized in MMMs. If λu > 1, FCCMM
gives a much fuzzier object partition than MMMs while it
becomes more crisp with λu < 1.

2.3. Two Approaches for Dual Exclusive Partition
in FCM-Type Co-Clustering

In order to improve the interpretability of fuzzy co-
cluster structures, each item should belong to a sin-
gle cluster and two approaches for achieving exclusive
partition were proposed in the FCM-type co-clustering
(FCCM) context.

In the exclusive partition penalty approach [8], a dual
exclusive partition model was achieved by introducing a
sharing penalty on items, which is based on the concept
used in sequential fuzzy cluster extraction [14]. Item shar-
ing can be avoided by degrading wc j when ∑t �=c wt j is
large. Then, the trade-off between ∑n

i=1 uciri j and ∑t �=c wt j
was implemented in membership updating.

In the second approach, along with an exclusive con-
straint on objects ∑C

c=1 uci = 1, a heuristic method of im-
posing an exclusive constraint, which makes the sum of
item memberships among clusters constant as ∑C

c=1 wc j =
1, was proposed [10]. Generally, in FCM-type fuzzy co-
clustering [3, 4], direct introduction of the same exclu-
sive constraint for items causes a whole data cluster, into
which all objects and items are crowded. Therefore, the
objective function was slightly modified at each step of
membership updating in order to achieve dual exclusive
partition of both object and item memberships avoiding
whole data clusters. Supported by the exclusive condition
∑C

c=1 wc j = 1 on all items, wc j play a role for clarifying the
cluster assignment of each item such that all items belong
to at least one cluster.

In the next section, the above two approaches
are adopted in MMMs-induced fuzzy co-clustering
(FCCMM) [6], which is more useful than FCCM through
easy tuning of fuzziness penalty.

3. Dual Exclusive Partition in MMMs-Induced
Fuzzy Co-Clustering

3.1. Exclusive Partition Penalty on Item Member-
ships in FCCMM

Honda et al. [15] introduced an item sharing penalty to
FCCMM and showed that the interpretability of co-cluster
structures is improved. In order to degrade wc j with large
∑t �=c wt j, a penalty was defined as:

sc j = exp

(
−β ∑

t �=c
w∗

t j

)
, . . . . . . . . . (3)

where w∗
t j are the values of wt j estimated in the previous

iteration and are temporally fixed in updating step of wc j.
If item j is not shared and is assigned only in cluster c,
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∑t �=c w∗
t j → 0 and sc j → 1. On the other hand, if item j is

severely shared by multiple clusters, the object-item pair
has little influences in the next iteration by penalizing with
small sc j. Weight β tunes the degree of exclusiveness of
item partition such that each item tends to belong to at
most one cluster when β is large.

Introducing the penalty sc j, the FCCMM objective
function (2) was modified as:

L f ccmm′ =
C

∑
c=1

m

∑
j=1

(
n

∑
i=1

uciri jsc j

)
logwc j

+λu

C

∑
c=1

n

∑
i=1

uci log
αc

uci
. . . . . . . (4)

The aggregation criterion for wc j calculation is degraded
as ∑n

i=1 uciri jsc j by reflecting the sharing degrees of items.
The updating rules for the modified FCCMM are de-

rived as follows:

αc =
1
n

n

∑
i=1

uci, . . . . . . . . . . . . (5)

uci =
αc ∏m

j=1(wc j)
ri j sc j

λu

C

∑
l=1

αl

m

∏
j=1

(wl j)
ri j sl j

λu

, . . . . . . . . (6)

wc j =

n

∑
i=1

ri jsc juci

m

∑
l=1

(
n

∑
i=1

rilscluci

) . . . . . . . . . (7)

When β → 0, all penalty sc j → 1 and the model is re-
duced to the conventional FCCMM, i.e., non-exclusive
item partition. In order to avoid the illegal effect of the
sharing penalty, β should be first initialized as β = 0 and
be gradually increased so that soft transition from non-
exclusive to exclusive partition is achieved [8].

3.2. A Novel Heuristic Model with Dual Exclusive
Constraint in FCCMM

Next, a novel heuristic model for realizing dual exclu-
sive partition in FCCMM is proposed, which is a hybrid
of the heuristic FCCM model [10] and MMMs-induced
fuzzy co-clustering [6].

If we impose the FCM-like exclusive constraints on
both object and item memberships with the conven-
tional FCCMM objective function (2), all objects and
items are crowded into a single cluster. For example,
the aggregation term of Eq. (2) can be maximized such
that ∑C

c=1 ∑n
i=1 ∑m

j=1 uciri j logwc j → 0 if u1i = 1, w1 j =
1 and uci = 0, wc j = 0, ∀c > 1, i, j. In the conven-
tional FCCMM, the cluster-wise typicality constraint of
∑m

j=1 wc j = 1 is expected to play the role for avoiding the
trivial whole-data cluster.

In FCM-type co-clustering, Tjhi and Chen [10] intro-
duced the intra-cluster typicality concept in calculation of
the exclusive partition memberships for both objects and

items. In this paper, the same heuristic concept is intro-
duced into the MMMs-induced fuzzy co-clustering.

Assume that we try to maximize Eq. (2) under the dual
exclusive constraints of ∑C

c=1 uci = 1 and ∑C
c=1 wc j = 1. In

order to introduce the intra-cluster typicality concept in
object membership updating, Eq. (2) is remodeled as:

L f ccmmo =
C

∑
c=1

n

∑
i=1

m

∑
j=1

uciri j log

⎛
⎝ wc j

m

∑
k=1

wck

⎞
⎠

+λu

C

∑
c=1

n

∑
i=1

uci log
αc

uci
, . (8)

where wc j/∑m
k=1 wck is identified with the intra-cluster

typicality like the conventional FCCMM so that object
memberships do not form a whole-data cluster. Then, the
updating rule is modified as:

uci =

αc

m

∏
j=1

⎛
⎝ wc j

m

∑
k=1

wck

⎞
⎠

ri j
λu

C

∑
l=1

αl

m

∏
j=1

⎛
⎝ wl j

m

∑
k=1

wlk

⎞
⎠

ri j
λu

. . . . . . . (9)

Next, item memberships are updated by considering the
following remodel:

L f ccmmi =
C

∑
c=1

n

∑
i=1

m

∑
j=1

uci
n

∑
k=1

uck

ri j log(wc j)

+λu

C

∑
c=1

n

∑
i=1

uci log
αc

uci
, . . . . . (10)

where uci/∑n
k=1 uck work like the intra-cluster typicality

so that item memberships do not form a whole-data clus-
ter. Then, the updating rule is modified as:

wc j =

n

∑
i=1

ri j
uci

n

∑
k=1

uck

C

∑
l=1

n

∑
i=1

ri j
uli

n

∑
k=1

ulk

. . . . . . . . . . (11)

A sample procedure for the proposed iterative algo-
rithm is summarized as follows:

[Heuristic-based FCCMM with Dual Exclusive Con-
straints]

1. Randomly initialize uci and wc j such that ∑C
c=1 uci =

1 and ∑C
c=1 wc j = 1, respectively.

2. Update cluster volumes αc by Eq. (5).

3. Update object memberships uci by Eq. (9).

4. Update item memberships wc j by Eq. (11).
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Fig. 1. Artificial data set (Section 4.1).

5. If convergent, stop. Otherwise, return to Step 2.

The proposed algorithm is also a heuristic-based one
like [10] and the iterative process is not exactly supported
by the iterative optimization principle with a single objec-
tive function. However, the two sub-objective functions
of Eqs. (8) and (10) have similar features and can have
similar optimal solutions. Indeed, in the experiments of
Section 4, it always converged to a (local) optimal solu-
tion like the conventional FCCMM even when items are
heavily shared by multiple clusters. So, the algorithm is
expected to often work well by jointly utilizing the two
sub-objective functions.

4. Numerical Experiments

In this section, the characteristic features of the pro-
posed method is demonstrated through comparative ex-
periments with the conventional FCCMM algorithm [6]
and the exclusive partition penalty approach [15] using
several artificial data sets. Each experiment was per-
formed in 100 trials with different random initializations,
and the averages of 100 trials are compared in partition
quality evaluations.

4.1. Exclusive Characteristics of Item Member-
ships

First, the features of fuzzy memberships are studied
with an artificial data set shown in Fig. 1, which depicts
the cooccurrence information matrix R = {ri j} among
20 objects (n = 20) and 20 items (m = 20) such that
black and white cells represent ri j = 1 and ri j = 0, re-
spectively. 20 objects are designed to be drawn from
3 classes (C = 3), which are characterized by different
typical items. Here, some items are shared by multiple
classes, i.e., they are typical in multiple co-clusters. In
this experiment, fuzzification weight was set as λu = 1.0
and βmax = 4.0, respectively.

Figures 2 and 3 compare the object and item member-
ships given by the conventional FCCMM, the exclusive

(a) Conventional FCCMM

(b) Exclusive partition penalty model

(c) Proposed method

Fig. 2. Comparison of object memberships (Section 4.1).

(a) Conventional FCCMM

(b) Exclusive partition penalty model

(c) Proposed method

Fig. 3. Comparison of item memberships (Section 4.1).

partition penalty model and the proposed method, where
grayscale presentation implies the real values of [white,
black] = [0,max]. Fig. 2 shows that all three algorithms
successfully captured the 3 object clusters.

On the other hand, Fig. 3 indicates that item mem-
berships have different features, where the main role of
item memberships are not item classification but charac-
terization of clusters. Because the conventional FCCMM
(Fig. 3(a)) do not consider the exclusive feature of item
memberships, such shared items as 4 and 5 have same
membership degrees with other non-shared items in each
cluster. Then, they are not suitable for considering item
assignment to co-clusters reflecting item sharing. Next,
the exclusive partition penalty model (Fig. 3(b)) tried to
achieve exclusive assignment of items to co-clusters by
rejecting overlapping of items among clusters. Although
some item memberships were degraded from the conven-
tional FCCMM, it still cannot be used for considering
item partition to clusters, e.g., items 4 and 5 have larger
memberships in cluster 1 than cluster 2 while their typ-
icality seems to be almost equivalent in Fig. 1. Finally,
the proposed method fairly depicted the item assignment
to clusters reflecting both cluster-wise typicality and item
clusters such that Fig. 3(c) indicates that cluster-specific
items have almost full memberships (wc j � 1) while the
memberships of shared items were equally distributed as
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(a) Noiseless R0 (b) 10% noise (c) 20% noise (d) 30% noise (e) 40% noise

Fig. 4. Noisy data set with weak item sharing (Section 4.2).

Table 1. Comparison of partition quality with weak item
sharing (Section 4.2).

Noise ratio 10% 20% 30% 40%

FCCMM 94.50 94.54 94.07 42.07

Exclusive penalty 93.42 93.83 82.67 37.28

Proposed method 98.00 99.95 96.75 42.39

w1 j � w2 j.
In this way, the proposed method is useful for depicting

the dual exclusive partition in dual clustering.

4.2. Noise Robustness
Second, the partition quality of three methods is com-

pared with noisy data sets. The data sets to be an-
alyzed were constructed from the 100 × 70 matrix R0
shown in Fig. 4(a), which is composed of 4 co-clusters
having fully crisp object partition and weak item shar-
ing. In this experiment, the influences of element-wise
noise are considered. For example, in document clus-
tering tasks with document × keyword frequencies, we
often have element-wise noise such that each document
can include some occurrences of noise keywords, which
are not necessarily relevant to the topic. Noisy data
sets R shown in Figs. 4(b)–(e) were generated by ran-
domly exchanging ri j values as 0 ↔ 1 under noise ratios
{10%,20%,30%,40%}. The object partition quality is
compared with average Rand Index through class-cluster
matching after maximum object membership assignment
to clusters. In the following experiments, fuzzification
weight was set as λu = 1.0 and βmax = 1.0, respectively.

Table 1 compares the partition quality of the three mod-
els, where the best performance for each noise ratio is em-
phasized in bold. In all noise ratios, the proposed method
achieved the best partition quality while the exclusive par-
tition penalty model derived the worst result. That is, the
two exclusive partition approaches of Sections 3.1 and 3.2
have quite different features and should be used in differ-
ent purposes.

The similar results are also given with other two sit-
uations: moderate item sharing situation (Fig. 5(a)) and

(a) Moderate sharing (b) Heavy sharing

Fig. 5. Moderate and heavy item sharing (Section 4.2).

Table 2. Comparison of partition quality with moderate and
heavy item sharing (Section 4.2).

(a) Moderate item sharing
Noise ratio 10% 20% 30% 40%

FCCMM 92.37 93.67 89.16 44.72

Exclusive penalty 93.83 91.22 79.51 38.31

Proposed method 97.77 97.71 92.21 44.99

(b) Heavy item sharing
Noise ratio 10% 20% 30% 40%

FCCMM 92.29 95.59 94.47 46.73

Exclusive penalty 91.50 91.00 86.44 38.99

Proposed method 96.89 99.57 97.04 48.63

heavy item sharing situation (Fig. 5(b)). Comparative re-
sults are presented in Table 2. The exclusive partition
penalty model often derives inferior object partition to the
conventional FCCMM, i.e., it is not designed for improv-
ing partition quality but for emphasizing the cluster-wise
typical items for cluster interpretability. The exclusive
penalty can cause a local view in item selection by re-
jecting many items with very small weight sc j, which can
easily bring an inappropriate local solution.

On the other hand, the proposed method can contribute
not only to clarifying both object and item cluster as-
signments but also to improvement of the object partition
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(a) No sparsity (b) 20% sparsity (c) 40% sparsity (d) 60% sparsity (e) 80% sparsity

Fig. 6. Sparse data set with moderate item sharing and 10% noise (Section 4.3).

Table 3. Comparison of partition quality with sparse data
set with moderate item sharing and 10% noise (Section 4.3).

Sparsity ratio 0% 20% 40% 60% 80%

FCCMM 92.37 93.17 93.87 86.37 62.26
Exclusive penalty 93.83 92.69 92.65 83.94 58.77

Proposed method 97.77 98.59 97.38 87.63 58.96

quality by rejecting inappropriate item sharing in noisy
data sets, i.e., exclusive item partition can contribute to
emphasizing the differences among co-clusters, which are
useful in correct object assignment. Additionally, the pro-
posed method is considered to outperform the exclusive
penalty-based FCCMM because the proposed method has
a global view in selection of items without item rejection
by weights.

4.3. Influences of Sparseness

Third, the partition quality of three methods is com-
pared with sparse data sets, which were constructed by
randomly replacing ri j = 1 → ri j = 0 in the datasets of
Section 4.2 under some sparsity rations. The 10% noisy
data set of Fig. 4(b) were arranged to sparse ones with
sparsity ratios {20%,40%,60%,80%} as shown in Fig. 6.

Table 3 compares the partition quality of the three mod-
els, where the best performance for each sparsity ratio is
emphasized in bold. The proposed method still works bet-
ter than others when sparsity ratio is 60% or higher but is
inferior to the conventional FCCMM when sparsity ratio
is 80%.

The influences of sparseness is further studied with
other noise ratios: 20% and 30%, whose comparative
results are presented in Table 4. The tables imply that
the proposed method works better than the conventional
FCCMM regardless noise ratio when the sparsity is low.
However, it can be influenced by sparsity when data sets
contaminated by heavy noise while still better than the ex-
clusive partition penalty model from the object partition
viewpoint.

Table 4. Comparison of partition quality with more noisy
data sets (Section 4.3).

(a) 20% noise
Sparsity ratio 0% 20% 40% 60% 80%

FCCMM 93.67 93.79 85.36 67.79 45.50
Exclusive penalty 91.22 91.11 80.59 62.54 43.15

Proposed method 97.71 97.14 88.19 64.29 43.47

(b) 30% noise
Sparsity ratio 0% 20% 40% 60% 80%

FCCMM 89.16 75.71 56.74 41.83 37.26
Exclusive penalty 79.51 69.97 52.50 40.92 35.47

Proposed method 92.21 80.59 53.92 41.52 36.28

4.4. Fuzzification Parameter
Third, the effects of fuzzification parameter λu is con-

sidered using three types of noisy and sparse data sets:
10% noise (Fig. 4(b)), 20% noise (Fig. 4(c)) and 20%
noise + 20% sparse. The co-clustering algorithms were
implemented with three different fuzziness degrees of
λu ∈ {0.5,1.0,2.0}, i.e., crispy, MMMs, fuzzy. Table 5
compares the partition qualities of the three models for
each data set.

In the comparison of three clustering algorithms, even
when the fuzziness degrees are tuned, we can still find
the similar features to the previous experiments that the
exclusive penalty model is comparative with or inferior
to the conventional FCCMM while the proposed model
always outperforms others.

In all situations, fuzzier models (λu = 2.0) could
achieve the best performances while crisper models (λu =
0.5) brought the worst. Especially, the performances of
crisp models are much more inferior to fuzzy models
when data sets are more noisy and more sparse. The
fuzzier models seem to be more tolerant than MMMs and
crisper models when data sets are contaminated by noise
and are sparse, and so, fuzziness tuning can contribute
to improving the performance of MMMs in the proposed
method.
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Table 5. Comparison of partition quality with different fuzziness degrees (Section 4.4).

10% noise 20% noise 20% noise + 20% sparse

λu 0.5 1.0 2.0 0.5 1.0 2.0 0.5 1.0 2.0

FCCMM 90.88 92.37 93.23 91.24 93.67 93.47 88.79 93.79 94.85

Exclusive penalty 91.25 93.83 94.64 86.73 91.22 93.00 84.33 91.11 93.94

Proposed method 96.45 97.77 99.01 93.70 97.71 100.00 90.21 97.14 99.97

5. Conclusions

In this paper, a novel approach for achieving dual ex-
clusive partition in MMMs-induced fuzzy co-clustering
was proposed. The proposed method is a hybrid of the
heuristic-based FCCM model and MMMs-induced fuzzy
co-clustering, and is expected to have advantages against
both the conventional models of FCCMM with exclusive
partition penalty [15] and heuristic-based FCCM [10],
from the viewpoints of easy fuzziness tuning, probabilis-
tic model compatibility and global view item selection.

The characteristic features of the proposed method
were demonstrated through several comparative experi-
ments with the conventional FCCMM and the exclusive
partition penalty model. The proposed method can work
better with non-sparse data sets even when data sets are
contaminated by heavy noise, but, for sparse data sets,
its performances can be degraded. However, it is always
better than the exclusive partition penalty model from the
object partition viewpoint.

Additionally, the advantage of tuning the intrinsic
fuzziness degree of MMMs was demonstrated such that
fuzzier models can contribute to improving partition qual-
ity of noisy and/or sparse data. Comparison of fuzzier and
crisper results was also available in evaluating the degree
of noisiness and/or sparseness because a greater degrada-
tion of crisper models was caused by higher degrees of
them. There features are expected to be confirmed and
utilized in future work with larger scale real applications.

A possible future work is to combine with other mech-
anisms for improving co-cluster partitions such as noise
rejection for robust estimation [16] and deterministic an-
nealing process for initialization robustness [17]. An-
other direction of future work is to introduce the simi-
lar dual partition concept to other statistical co-clustering
models such as probabilistic latent semantic analysis
(pLSA) [18].
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