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An image encryption scheme that combines a hy-
perchaotic system with standard weighted fractional
Fourier transform theory is proposed. Simulation
results showed that grayscale distribution of the en-
crypted image was balanced, correlation coefficients
of adjacent pixels were highly irrelevant, and the en-
crypted image was highly sensitive to the secret key,
offering good robustness against attacks and a larger
key space.
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1. Introduction

With the rapid development of network and informa-
tion technology, digital images have become a means of
expressing information. However, in the process of their
dissemination, digital images need to be encrypted for se-
curity or for sensitive factors that cannot be directly trans-
mitted. Therefore, digital image encryption methods have
become an important research area in information secu-
rity. Both mathematics and algorithm theory lie at the
foundation of these methods. Compared with ordinary
text information, digital images have several unique char-
acteristics: They contain a large amount of data, there are
strong correlations between pixels, and there is high re-
dundancy. Therefore, traditional encryption methods can
only be used for reference and cannot be copied. So far,
research on image encryption has mainly focused on the
spatial domain, the transform domain, and chaotic sys-
tems. However, simply using a certain encryption method
has the disadvantages of a simple system structure, fewer
parameters and variables, and a small key space. The
high-dimension hyperchaotic system above has more than
four invariants and two positive Lyapunov exponents. Its
key space is larger, and its nonlinear system behavior is
more complex, making it more suitable for digital im-
age encryption. The standard weighted fractional Fourier
transform contains both time information and frequency
information. Therefore, digital image encryption using
these two methods has far-ranging application value, and

the improvement of computer performance provides tech-
nical support for the implementation of the algorithms.

This article, based on the hyperchaotic system method
proposed in References [1–5], proposes a new image en-
cryption method based on the combination of a hyper-
chaotic system and weighted fractional Fourier transform
theory. The key to the method not only has chaotic param-
eters and initial values but also the order of the fractional
Fourier transform, greatly increasing the key space and
making it more difficult to decrypt the digital image. Fi-
nally, the safety of the algorithm is analyzed from several
aspects, such as an image histogram, adjacent pixel cor-
relation, and key sensitivity. The numerical results show
that this method can effectively resist many kinds of at-
tacks such as statistics, exhaustion, and difference and has
good security.

2. Theoretical Basis of Double Image Encryp-
tion Method

2.1. Hyperchaotic System

The hyperchaotic system can be described as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1

dt
= a (x2 − x1) ,

dx2

dt
= bx1 + cx2 − x1x3 + x4,

dx3

dt
= x2

2 −dx3,

dx4

dt
= −ex1.

. . . . . (1)

Where a, b, c, d, and e are the system control parame-
ters and x = [x1,x2,x3,x4] represents the state quantity of
the hyperchaotic system. When the control parameters are
a = 27.5, b = 3, c = 19.3, d = 2.9, and e = 3.3, giving the
initial value x0 = [x1(0),x2(0),x3(0),x4(0)] of a set of hy-
perchaotic states to be the original key, then model Eq. (1)
has two positive Lyapunov exponents, which are in a hy-
perchaoticstate. Eq. (1) are iterated according to a fourth
order Runge–Kutta algorithm, which produces four sets
of original hyperchaotic sequences. However, this chaotic
sequence is not suitable for image encryption directly, and
there is no correlation with plaintext images, so it needs
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optimal reformation.

2.2. Standard Weighted Fractional Fourier Trans-
form

The standard weighted fractional Fourier transform is
derived from the weighted fractional Fourier transform
defined by H. Ozaktas and it mainly studied in its ex-
tended form [6–8]. It can be defined as follows:

Fα[
f (x)

]
= Fα (m,M)

[
f (x)

]
=

M−1

∑
l=0

Al (α,m) fl (x).

The expressed weighting factor is

Al (α,m) =
1
M

M−1

∑
k=0

exp
{
−2πi

M

[
α (k +mkM)− kl

]}
,

where α ∈ R is the order of the fractional Fourier trans-
form and m = (m0,m1, . . . ,mM−1) ∈ zM is the l-th Fourier
transform of fl (x).

The weighted fractional Fourier transform satisfies the
following four properties:

1. Continuity:
For the two functions f (x) ,g (x) in L2 (R),
if

∫ +∞
−∞

∥∥ f (x)−g(x)
∥∥2dx → 0, then Fα ( f (x)) →

Fα(g(x)).

2. Linearity:

Fα[
a f (x)+bg (x)

]
= aFα[

f (x)
]
+bFα[

g (x)
]
.

3. Order additivity and exchangeability:

Fα+β [
f (x)

]
= Fα[

f (x)
]
Fβ [

f (x)
]

= Fβ [
f (x)

]
Fα[

f (x)
]

= Fβ+α[
f (x)

]
.

4. Awkwardness:

Fα ·(F ᾱ)H = I,

where I is the identity matrix and H represents the
conjugate transpose.

3. Double Image Encryption Algorithm

(1) The original image is preprocessed and is repre-
sented by P. M ×N is its size, and R, G, and B rep-
resents its three primary color plane layered matrix.

(2) Two-dimensional discrete standard weighted frac-
tional Fourier transforms for R, G, and B are per-
formed, that is,

Q1 = Fα (R)Fα , Q2 = Fα (G)Fα ,

Q3 = Fα (B)Fα ,

where Fα is a discrete real vector-weighted transfor-
mation matrix of X ×X .

(3) Hierarchical chaos scrambling is performed.
Let the four sets of original sequences gener-
ated by the hyperchaotic system be {x j(i)} ( j =
1, 2, 3, 4; i = 1, 2, . . . , L/4), where L is the sum of
the number of pixels in the image to be encrypted.
To prevent chaotic iterative transient effects, the re-
sults of the previous iteration are discarded. The ele-
ments of the hyperchaotic sequence are transformed
into integers in the range [0,255] according to

x j = mod
(

f loor
((∣∣x j

∣∣− f loor
(∣∣x j

∣∣))×1014

+S×106
)
,256

)
, (2)

where floor represents a negative direction round-
ing, mod represents a spare, and S is the sum of the
grayscale values of each pixel in the image to be en-
crypted. If S is multiplied by the number of opera-
tions (e.g., 105–106 times), the sensitivity of the orig-
inal image pixel to the key can be enhanced. Com-
bining this with the modified sequence

k1 =
{

x1(1), . . . ,x1

(
L
4

)
, . . . ,x j

(
L
4

)}
,

j = 1, 2, 3, 4, (3)

will yield a key sequence k1 with a length of L
(grayscale replacement key sequence). Then the fol-
lowing binary key sequence k2 is obtained:

k2 =
{

0, k1 (i) > 127.5
1, k1 (i) < 127.5 . . . . . (4)

based on k1 (separate scrambling key sequences).
The sequence satisfies an ideal random sequence, be-
cause it has three characteristics: Its mean is zero, its
autocorrelation is the impulse function, and its cross-
correlation is zero.
Q1, Q2, and Q3 are then separately scrambled. The
scrambling method for Q1 is defined as follows:
A. If k2 (i) = 0, pixels Q1 (i) are stored in the se-
quence p1r; if k2 (i) = 1, pixels Q1 (i) are stored in
the sequence p2r.
B. p1r and p2r are then combined and scanned in
rows into matrix P1, which is equal to the original
image. If the connection point between p1r and p2r
is L0, which is the length of sequence p1r, then L0
can be saved as a key and then G2 and G3 are sepa-
rately scrambled according to the above scrambling
method. The resulting matrices are P2 and P3, be-
cause the chaotic sequence generated by the chaotic
scrambling is the same, and the key L0 is the same.

(4) The three layers are merged, and the scrambled ma-
trices P1, P2, and P3 are merged to obtain the en-
crypted dense map M.
The specific encryption process is represented by
Fig. 1, and the decryption process simply reverses
the above process.
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Fig. 1. Diagram of the encryption scheme.

4. Numerical Simulation and Performance
Analysis

4.1. Encryption Algorithm Simulation
The original image is chosen as lena.bmp with a size of

256×256. The orders of the standard weighted fractional
Fourier transforms are 0.3 and 1.3. The parameters and
four initial values in the chaotic system are a = 27.5, b =
3, c = 19.3, d = 2.9, and e = 3.3 and [0.5,0.5,0.3,0.5].
If L0 = 32887, the simulated effect diagram is shown in
Fig. 2.

From a visual point of view, no matter which order
is selected for encryption, the encrypted image does not
carry the information of the original image at all and thus
has a better encryption effect.

4.2. Mean Square Error Analysis (Key Sensitivity
Analysis)

The mean squared error (MSE) for an image with a
pixel size of N ×M is defined as

MSE = ‖p−ω‖2

=
1

N ×M

N

∑
i=1

M

∑
j=1

|p (i, j)−ω (i, j)|2 . . . (5)

where p is the original image and ω is the decrypted im-
age. Without knowing the decryption key, the size of the
MSE can represent the degree of similarity between the
decrypted image and the original image [9, 10]. When
MSE = 0, the speculative decryption key is consistent
with the actual decryption key. When MSE �= 0, the esti-
mated decryption key does not match the correct decryp-
tion key, and the image cannot be decrypted correctly. The
larger the value of the MSE, the greater the difference be-
tween the image decrypted by the decryption key and the
image before encryption. From Figs. 3 and 4, it can be
seen that the MSE values of the decrypted image and the
original image caused by small changes of the secret key
are very different. It can be seen that the encrypted image
is extremely sensitive to the secret key.

4.3. Analysis of Grayscale Histogram
To show the probability of occurrence of each grayscale

in an image, a two-dimensional grayscale histogram is
constructed. The abscissa represents the gray level of the

(a) Original image
An encrypted graph with a transformation order of 1.3

(b) Image with an order of 1.3
An encrypted graph with a transformation order of 0.3

(c) Image with an order of 0.3

Fig. 2. Comparison between the double encryption image
and the encryption map.

pixel in the image and the ordinate represents the proba-
bility of occurrence of each pixel in the gray level. From
the histogram of the original image and the encrypted his-
togram in Fig. 5, it can be seen that the encrypted den-
sity histogram is more evenly distributed than that of the
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(a) Correct decryption

(b) Error decryption

Fig. 3. Correct decryption and error decryption of images.

(a) Change of chaotic parameter

(b) Change of transformation order

Fig. 4. MSEs for encryption scheme of a single decryption
key change.

(a) Original image

(b) Image with an order of 0.3

(c) Image with an order of 1.3

Fig. 5. Comparison of the original image and the encrypted
image histogram.

original image. Moreover, there is no similarity to the
grayscale distribution of the original image. It is difficult
to get the correct information of the original image from
the encrypted grayscale histogram.

4.4. Correlation Analysis Between Adjacent Pixels
For a general digital image, correlations between ad-

jacent pixels in the horizontal, vertical, and diagonal di-
rections are often very large. By using this feature, the
original image information can be obtained from statisti-
cal characteristics. To prevent statistical analysis attacks,
the correlation between adjacent pixels of the image after
encryption must be relatively low. Adjacent pixels in the
horizontal direction are randomly selected from the origi-
nal image and their correlation coefficients are calculated
by using the following equations:

E (x) =
1
N

N

∑
i=1

xi, . . . . . . . . . . (6)

D(x) =
1
N

N

∑
i=1

[
xi −E (x)

]2
, . . . . . . (7)

conv (x,y) =
1
N

N

∑
i=1

[
xi −E (x)

][
yi −E (y)

]
, . . (8)

where (xi,yi) represents a pair of adjacent pixel gray val-
ues, N represents the number of adjacent pixel pairs for
which the correlation coefficient is calculated, and two
adjacent pixel correlation coefficients are represented as
rx,y = conv(x,y)/(

√
D(x)

√
D(y)). The correlation coef-

ficients between adjacent pixels in the vertical and diago-
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(a) Original image
Correlation coefficient between pixels in the original horizontal direction

of original images

(b) Encrypted image
Correlation coefficient between pixels in the horizontal direction of

encrypted images

Fig. 6. Correlation chart for the horizontal direction.

Table 1. Correlation analysis of adjacent pixels.

Pixel
relation

Horizontal
direction

Vertical
direction

Diagonal
direction

Original
image

0.9761 0.9523 0.9394

Encrypted
image

0.0649 0.0174 0.0466

nal directions can be calculated in the same manner. All
adjacent pixel pairs of theoriginal image and of the en-
crypted image were selected for correlation analysis, and
a comparison of the calculation results is shown in Fig. 6
and listed in Table 1. It can be seen from the table that
the correlation coefficients for the encrypted images in all
directions are obviously small, being close to 0.

5. Conclusion

This work is based on using a double encryption
scheme that combines a hyperchaotic system with the
standard weighted fractional Fourier transform for image
encryption. The original image is first stratified into three
primary colors. A standard weighted fractional Fourier
transform is performed on each layer, and then the four
sequences of the hyperchaotic system are modified. Sep-
aration and scrambling in the three-level image fractional
Fourier transform domain according to separate scram-
bling secret key sequences are used to reduce the correla-
tions of the image. Finally, the three primary color planes
are combined to obtain the encrypted image. In addition,
simulations were performed from the three aspects of key
sensitivity, histograms, and adjacent pixels in the image.
The results show that the combination of the sensitivity
of chaos scrambling and the robustness of the fractional
Fourier transform encryption method offers stronger at-

tack resistance, greater information security, and potential
application value.
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