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In a conventional notation used in many studies, a
probability space and state space of random variables
is identified by its symbol. However, such a notation
makes a formula ambiguous in a large equation. This
letter proposes to use an index set to identify the prob-
ability space and state space of random variables. It
is shown that the proposed notation can increase the
generality of formulas without ambiguity.
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1. Introduction

Generative models have been used in many do-
mains, which include Boltzmann Machines (BM) [1, 2],
Bayesian networks [3], and Markov random fields [4].
These models use a probability theory and its notation.
However, all these works identify the probability space
and state space by the symbol of random variables, which
loses generality and strictness in mathematical analysis.
Notation is important to analyze models as shown in the
history of science. For example, Einstein proposed the no-
tation called Einstein summation convention to simplify
the formulas of tensors [5]. Newton introduced the no-
tation of a differential equation to represent the laws of
motion [6]. This letter proposes to use an index set to
identify the probability space and state space of random
variables. This letter takes several frequently used formu-
las and shows that proposed notation can represent those
formulas in general and unambiguous forms.

In this letter, symbols used in formulas follow the stan-
dard of ISO 80000-2:2009 [7]. The concept and notation
for set theory follow those introduced in [8]. This letter
uses the concept of family [8] to clarify the definition and
algebra of multi-dimensional variable. Family is the key
concept of the proposed notation. If a variable x is a fam-
ily defined on an index set A, it is defined as x = (x;|i €
A).! If there is a family of sets X := (X;|i € AAx; € X;),

1. This notation is equal to (x;, ,Xi, ,...,X;, ); A = {ij|j =1,2,...,n}.
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the proposition x € [[;c4 X; holds. The formula [T;cp X;
is called the direct product set of X, and if all terms of
X is equal to Y, it can be written as YA, where |A| de-
notes the number of elements in A. For example, in a
3-dimensional Euclidean space, let A = {x,y,z} denotes
the index set representing axes. Its direct product set is
defined as R x R x R or R3, and a variable « that belongs
to this space can be defined as a := (ayx,ay,a,) € R3.

A notation A = B for sets A and B is equivalent to the
proposition A C BAB C A. A notation x =y for families
x and y defined on the same index set A is equivalent to
the proposition Vi € A, x; = y;.

2. Conventional Notation on Probability The-
ory

A probability space consists of 3 components: a sample
space €2, a set of events S, and a probability measure P :
S — [0,1] [9]. This letter deals with only the case that Q
is a countable set. In this case, S consists of all subsets of
Q. For a probability measure P, VA,B € S,ANB=0=
P(AUB) = P(A)+ P(B) and P(£2) = 1 hold.

Random variable is a surjective map of £2 — Q’, where
Q' is a state space. The probability of a random vari-
able x : Q — Q' taking x (€ Q') can be represented as
P(x~!(x)); x! is the inverse map of x. The probabil-
ity P(x"!(x)) is often represented as p(x = x) [10]; p is
called a probability distribution of x. Many studies [1, 2,
11] have used bold Roman fonts for random variables to
distinguish it from its realization values in £2’. Realization
value x is often omitted; the value of the probability x is
represented as p(x). Components of a probability space
can be retrieved using the probability distribution and the
inverse map of a random variable defined on them. There-
fore, usually those are not explicitly defined in a formula-
tion.

One of the problems of this notation is that whether x
is a variable of one-dimension or multi-dimension cannot
be identified.

Conventionally, a probability distribution is identified
by the argument random variable of its function [1, 10,
11] and the same symbol such as p is used for different
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probability distribution. Therefore, for random variables
x and y, of which state spaces are the same, Eq. (1) does
not always hold because of this convention.

x=y=px)=py). .. . ... ... @D

That is, the distribution of x and y are different even if x
and y take the same value. For example, with p(x = 1) =
03, px=2)=07, p(y=1) =04, p(y=2) = 0.6,
Eq. (1) does not hold. Namely, probability distributions
are not identified without specifying its arguments.

As for a summation in terms of arbitrary function f :
Q' — R on a random variable x of which state space is
Q’, the notation Y f(x) is often used to simplify the rep-
resentation of Yo/ f(x) [1, 11]. However, this notation
identifies the state space used in summation with the sym-
bol of a random variable that has its state space. There-
fore, for random variables x and y, Eq. (2) does not usu-
ally hold without additional note that y is a random vari-
able of which its state space is the same as x.

Yr&#Y ). - oo
X y

Because of these problems in Egs. (1) and (2), the con-
ditional distribution of x given y cannot be written as
Eq. 3).

P Xy
pxly) = L
Y p(xy)

X

3)

In Eq. (3) , x in the denominator of the right side cannot
be identified from x in the left side. Furthermore, another
symbol cannot be used instead of x to represent the de-
nominator because of the property related to Eqs. (1) and
(2). To avoid this problem, a conditional distribution is
usually written as Eq. (4) . This restriction makes a prob-
lem when we consider to reduce the common factors in
the both denominator and numerator.

p(x,y)
p(xly) = o)
p(y) :Zp(x,y). N )

Equation (3) can be written as Eq. (5) with the realiza-
tion values of x € Q] and y € Q!, where €] is the state
space of x, and .Q; for y [9, 10]. However, it is redundant
and loses simplicity introduced in the notation by omitting
realization values and state spaces.

pPX=xy=Yy
px=xly =) = & )
Y px=zy=y)
2€Q!
When x is a D-dimensional variable as x =

(X1,...,Xp),> the conditional distribution of an element
x; given the other elements of x is often written as
Eq. (6) [12].

Fig. 1. Example of a 3-layer BM with indices for its units.

This representations lose generality when handling
conditional distributions of more variables because all the
variables should be written independently. When for-
mulating a generative model like BM, different multi-
dimensional variables are defined for different layers. For
example, the distribution of BM described in Fig. 1 is de-
fined as Eq. (7) using three multi-dimensional variables
x = (X1,X2,X3), Y = (Y1,¥2), 2 = (21,22,23) [1]. For sim-
plicity, this formulation omits bias terms.

p(%,y,2) = Zipexp<—¢<x,y,z>>,
Z, =YY Yexp(—¢(x,y.2),
X y z
¢<XaYa = Zilew’]y]
=1y

2 3
Y Yyvame, .. ..o
j=lk=1

where Z,, is a partition function and ¢ is an energy func-
tion, w and v are weight coefficients between units respec-
tively.

Obviously, the scalability of this formulation is low, be-
cause it becomes more complicated when it has more lay-
ers.

Furthermore, as the summation terms are separately es-
tablished for each layer, the conditional distribution of a
certain unit’s state being 1 given the others’ states has to
be written separately as Eq. (8) even though it takes al-
most the same form.?

p<xl_1|y (Z"‘Gﬂﬁ) i=1,2,3,
pyj=1]x,z) (ZX,W,]—FZvjkzk)
j=1,2,
p<zk_1|y (Zijjk> _172737 . (8)

where f @ x+— 1/(1+exp(
function.
The problems mentioned in this section are caused by

—x)),x € R is the logistic

(xi[x_) p(x) ©) the rule that identifies a probability space and a state
P \XilX—j) =
p(x-i)
3. This formulation of BM assumes that its units’ state space is {0,1},
2. It can be also defined as a family with the index set {1,2,...,D}. which is called Bernoulli BM.
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space by the symbol of a random variable as mentioned
at Egs. (1) and (2).

3. Proposed Notation

This letter proposes to use an index set to identify the
probability space and state space of random variables with
the notation of set theory. For that purpose, it also extends
the concept of family as followings.

1. The notation x4 denotes a family defined on an index
set A: x4 := (x;|i € A). Such variables belong to the
same direct product set defined on A. At the same
time, it corresponds to a state space if x4 is a random
variable.

2. Anindex set of arandom variable identifies the prob-
ability space to which the random variable belong.
However, for the convenience, when only their prob-
ability measures are different, it is represented by us-
ing different symbols for those probability distribu-
tion functions, e.g., p (x4) and g (x4 ).

3. A subset of index set that defines a random variable
also composes a probability space and state space,
which relate to its original probability space. For the
convenience, a random variable on an index set of
which size is 1 can be represented by its element:
X{2) has the same meanings as X;.

4. Application of Proposed Notation

Letting A and I are index sets, the following properties
are derived.

Whereas conventional notation does not explicitly ex-
press the dimension of a random variable, the dimension
of x4 is obviously |A|, based on the item 1 in Section 3.

Equation (9) holds for any random variables x4 and y4,
based on the item 2 in Section 3. By replacing ¢ with p,
it corresponds to Eq. (1) . Note that the proposition g = p
is always true when ¢ and p are represented by the same
symbol.

(@=p)ANXaA=YA)=q(xaA)=p(Ya). . . O

As for summation mentioned at Eq. (2) , Eq. (10) also
holds because the random variables indexed by the same
index set have the same state space regardless of their
symbols. It is based on the item 1 in Section 3.

A=T =Y f(xa)=Y.f(ya)- - . (10)
XA ya
Using the property that Eqgs. (9) and (10) hold, the
conditional distribution of x4 given yr is written as
Eq. (11) in an unambiguous way, without dividing a for-
mula like Eq. (4) .
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The conditional distribution of x;, where i € A, which
corresponds to Eq. (6), is written as Eq. (12) based on the
item 3 in Section 3.

P Xi
p (xilxa\(1y) = # . - (12)
Y P (vixa\()
Yi

For M C A, the conditional distribution of xy; given
XA\y can be written as Eq. (13) based on the item 3 in
Section 3. Note that when M = {i}, it corresponds to
Eq. (12) . By replacing M with A, and A\ M with I',
it also corresponds to Eq. (11) .

p(xa)

= . . (13)
ZP (YvaA\M)
Ym

P (Xn[Xp\01)

The distribution of BM described in Fig. 1 is written as
Eq. (14).

p(x) —Zipexp<—¢<xA>>,
o(xa) =— )

(i.j)ec™(&)

where /1 = {1,2,3},% = {4,5},73 = {6,7,8},A =
Ui, %. & is the index set of weight coefficient w,
and ¢ : A X A — & is the surjective map that satisfies
¢ 1(&)=U~, ¥ x ¥ 1. This formulation of BM is sim-
pler and more general than that of Eq. (7) in the sense
that different layers are represented in a unified manner.
Note that only one index can exist in a formulation to
avoid ambiguity based on item 3 in Section 3. As 2 index
sets & and A are used in this formulation, the condition
& NA = 0 must be satisfied.

The conditional distribution of x; = 1 where i € ¥;,
which corresponds to Eq. (8) , can be obtained as fol-
lowing. By substituting Eq. (14) in Eq. (12) , and assum-
ing 7y = 74 = 0, Eq. (15) is obtained. Note that Z, in
Eq. (14) is reduced.

Xiwc(iﬁj)Xj, e e (14)

_exp (=9’ (%X (1))
Y exp (—¢ (¥i-xa\())
yi

where ¢’ (z;,24\ () is defined as Eq. (16) with E(i) =
Vi1 X {i} U{i} X Y41. Although ¢’ is almost the same
as @, it is used because we have to deal with the element
indexed by i separately from the others.

O (ziza\(y) = — Y, TWe(nj)Z)
(h.J)EE(i)

(h.j)ecH(ENE()

Considering the state space {0, 1} of y; and that the sec-

ond summation term of Eq. (16) exists commonly in the

both denominator and numerator in the right hand of
Eq. (15), Eq. (15) can be written as Eq. (17) ! 5&

p(xi=1xp\(3) , (15)

z/’lwc(h,j)zj‘ (16)

XA,¥Yr
p(XAlyF):M' . (11)
Y p(za,yr)
A
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p(xi=1xpqn) =

Jo Z XpWe(ni) T Z we pXj |- - - (A7)

heYi—y €M1

Eq. (17) takes the same form independent of the graph-
ical structure of BM. On the other hand, Eq. (8) , which
uses conventional notation, depends on the graphical
structure.

This derivation is based on the notation of set theory
and the proposed notation. As the notation of set theory
is common, it is supposed that the proposed notation is
acceptable to those who uses modern mathematics such
as probability theory and probabilistic models.

5. Conclusion

This letter proposed the notation for a random variables
and its probability space based on an index set. It was
shown that proposed notation can represent several fre-
quently used formulas in general and unambiguous forms.
This letter also showed that the formulation of BM is writ-
ten in a simple and general way by applying the proposed
notation.
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