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We aim to develop a real-time feedback system of
learning strategies during lesson time to improve aca-
demic achievement. It has been known that mu-
tual viewing-based learning is an effective educational
method. However, even though mutual viewing is an
effective lesson style, there are effective or ineffec-
tive learning strategies in the learners’ individual ac-
tivities. In general, the method of evaluating learn-
ing strategies is a questionnaire survey. However, the
questionnaire cannot measure the learning strategies
in real time. Thus, it is difficult to detect the students
who use ineffective learning strategies during lesson
time in real time. Recently, a system that can measure
the learning strategies in real time has been developed.
Using this system, it is possible to detect students who
use ineffective learning strategies during lesson time
on the mutual viewing-based learning. From this point
of view, we aim to develop a recommendation system
for real-time learning strategies for teachers and stu-
dents to achieve a highly educational effect. For this
purpose, we must know the features of effective or in-
effective learning strategies via a system that can mea-
sure learning strategies. In this paper, we report the
discovery of features of effective or ineffective learning
strategies based on the data-mining approach using
the k-means method, transition diagram, and random
forest. We classified the time-series learning strategies
over 40 min into 216 strategies and surveyed the im-
provement probability of academic achievement via
a random-forest-based classification model. By em-
bedding our results into the system, we may be able
to automatically detect students who use ineffective

learning strategies and recommend effective learning
strategies.

Keywords: data mining, educational technology, k-
means method, random forest, Markov chain

1. Introduction

Learning strategies refer to the students’ activities (in-
cluding psychological activities) to improve their own
academic achievement [1]. The general method to mea-
sure the students’ learning strategies is questionnaire
made by educational researchers. There are many ques-
tionnaires to measure strategies, such as strategies of com-
prehension and repetition [2] and Self-Regulated Learn-
ing (SRL) [3].

Through these works, researchers and/or teachers can
know the differences between effective and ineffective
learning strategies based on the students’ answers. How-
ever, to measure the learning strategies by using a ques-
tionnaire has some problems. The effectiveness cannot be
measured continuously and in the short term. Students do
not answer appropriately if teacher gives the same ques-
tionnaire everyday. In addition, we cannot measure the
time-series transition of learning strategies during lesson
time. Chamot has reviewed other methods to measure
learning strategies: interviews, diaries, and so on [4].

Recently, the systems that can support the mutual view-
ing have been developed [5, 6]. There is a possibility that
the lessons based on this system can be effective. In the
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lesson, learners perform the mutual viewing and try to
improve their own academic achievement. We can re-
gard the mutual viewing of content recorded by learners
as learning strategies because they are the learners’ ac-
tivities to improve their own academic achievement. The
lesson based on the mutual viewing (e.g., problem-based
learning [7], information education [8], science educa-
tion [9, 10]) has high effectiveness. However, there are
effective or ineffective learning strategies in the learners’
activities, even if the mutual viewing is an effective les-
son style. Thus, if there were an algorithm that can de-
tect learners who use ineffective mutual viewing for their
learning strategies, the teacher could provide a more ef-
fective lesson.

Therefore, as the final objective of our research, we will
develop a real-time feedback system for learning strate-
gies during class for the teachers and students. To achieve
this objective, we must know the features of effective and
ineffective learning strategies from the educational data of
the system.

We focus on the improvement of the summary-writing
ability as the academic achievement. The summary-
writing ability or summarization means a skill of sum-
marizing content that students have already learned. This
ability is a high-level skill compared with the skills of
memorization of technical terms, simple calculations, and
so on.

From this point of view, in this paper, we report on
the features of effective and ineffective learning strategies
based on a data-mining approach.

2. Previous Research

The final objective of our research is to develop a
real-time feedback system of effective learning strategies
during lesson time for the teacher and students. As the
first step, in this paper, we report on the data-mining
method to extract effective and ineffective learning strate-
gies from an automatic educational data logging sys-
tem during the lesson. To this end, we review previ-
ous research: (i) the relationship between the academic
achievement and questionnaire-based learning strategies
and (ii) the system of the learners’ learning strategies.

Initially, we describe (i). Wolters and Hussain have sur-
veyed Self-Regulated Learning (SRL) and the academic
achievement [3]. SRL is a learning strategy that consists
of planning, monitoring, and so on. They describe a rela-
tionship between SRL and academic achievement. Fang
and Ahmed have surveyed the relationship between the
Motivated Strategies for Learning Questionnaire (MSLQ)
and the academic achievement [11, 12]. MSLQ is a ques-
tionnaire to measure the learning strategies and academic
motivation [13]. They have explained their relationship
from the correlation-based analysis. Omae et al. have sur-
veyed the effect of the strategies of comprehension and
repetition on academic achievement [14]. They have de-
veloped an estimation model based on the decision tree.
Their method can estimate academic achievement based

on learning strategies. Matsukawa et al. have developed
the feedback system learning strategy [15]. It has a func-
tion of the feedback on effective learning strategy based
on a questionnaire to the students. Golino et al. have de-
veloped a prediction method for academic achievement
based on a random-forest classifier [16]. These works are
effective for learning the tendency of students who have
high academic achievement. However, in all cases, the
questionnaire cannot measure learning strategies in real
time, whereas the method presented in this paper can.

Next, we describe (ii). Ueno has developed an in-
telligent e-learning system. This system has functions
to predict academic achievement from learning strate-
gies, detect the students who need the teacher’s help, and
so on [17]. Moreover, there is the function to detect
students who select anomalous learning strategies in e-
learning. It is a very effective intelligent e-learning sys-
tem. Budiyanto et al. have also developed an intelligent
e-learning system [18]. Their system has the functions to
detect the learning styles and ability levels of learners and
to present learning materials in accordance with the learn-
ing style and ability level. Through these functions, the
learners may select better learning strategies compared
with the common e-learning system. This system will be
able to improve the academic achievement. DelSignore
et al. have investigated the relationship between the learn-
ing strategies of viewing videos and academic achieve-
ment [19]. From the result, they describe an optimized
e-learning system. Michel et al. have developed the auto-
matic activity trace system [20]. The system supports the
self-regulation in the project-based learning. These sys-
tems are effective to improve students’ academic achieve-
ment. In contrast, our research target is not e-learning
that is asynchronous between the teacher and students,
but synchronous learning of the teacher and students in
a real classroom. Moreover, our target ability in many
academic skills is the summarization ability. These are
the differences in our research compared with the previ-
ous research.

3. Teaching Plan and Logging System

We explain our teaching plan to improve and measure
the students’ academic achievement (summarization abil-
ity).

The overview is shown in Fig. 1. First, the stu-
dents write a pre-report to measure their initial summary-
writing ability (the upper left in Fig. 1). Next, they attend
n 40-min lesson units. During the lesson, the students
record the content by handwriting or taking pictures in
the form of a screenshot on their own tablet. Then, the
screenshots are stored in database.

After finishing n times lessons, the students write the
report in 40 min. The pictures are shown in Fig. 1.
While writing the report, the students only refer the stored
screenshots and textbook. They can see their own and
other students’ screenshots. After writing the report, the
students attend the next unit. One loop took three to four
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Lesson 1 
40 minutes

Lesson 2 
40 minutes

Lesson n 
40 minutes

Making report 
40 minutes

..
.

Making 
pre-report 

Next learning unitMeasuring academic 
achievement

Measuring academic 
achievement

�  All students have own tablet. 
�  They write learning contents 

and take pictures.

Screen shots

database

Store View

Students' activity in lesson time

�  All students view screen shot to 
make report. 

�  They can view all students' 
screen shots.

Students' activity in making report

One loop required about three weeks or a month.

Tablets

Selecting 
students name

Screen shot of 
selected student

A scene of 
making report

A scene of 
making report

Name list (a) (b) (c)

(d) (e) (f)

(g) (h)

Contents of the screen shots written by a student (the right picture): 
(a) War orphan, (b) Only Children get back from Manchuria, (c) Blue sky class room, (d) Admission to United Nations, (e) Japan returned to international society after 
twenty years from a lost battle, (f) Tokyo Olympic, (g) Minamata disease, Itai Itai disease, Yokkaichi asthma, (h) Manufacture is developed, however pollution 
problems appeared.

Fig. 1. Teaching plan, students’ activity, and pictures of writing the report.

weeks. If a student’s report score is an improvement from
the previous report, then the student’s academic achieve-
ment is improved.

Next, we describe the educational data logging system
used in this paper, “edulog” [6], to measure mutual view-
ing as a learning strategy. The system can measure the
viewing time of screenshots during the report writing (this
system is not used from lesson 1 to lesson n). This im-
age is shown in Fig. 2. Its output is a CSV file. “Sub-
ject name” means the target subject of the learning unit.
“Internal time” is the time according to the clock on the
student’s tablet. “From” means the student who sees the
screenshot. “To” means the student that is seen by other
students. “On” and “off” indicate the opening and closing
time of the screenshot. For example, Hanako starts her
viewing of Taro’s screenshot at 11:05. After that, Hanako
ends her viewing of Taro’s screenshot at 11:06. As a re-
sult, we can store the students’ activity log as they are

Fig. 2. CSV output of our automatic educational data-
logging system “edulog.”

writing their reports. In this paper, we define this viewing
log as the learning strategy.
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4. Experiment

4.1. Outline
We have the following research questions: (Q1) What

kinds of learning strategies exist? (Q2) What strategies
do the students select? (Q3) What is the learning strat-
egy that leads improvements in the students’ academic
achievement? We carried out an experiment to find the an-
swers to these research questions based on a data-mining
approach.

The outline of experiment is as follows. The 6th-grade
elementary school students performed 4 cycles of our
teaching plan. The learning content is social studies in
Japan (Japanese history and civics) and the number of stu-
dents is 24. The days on which the students write their
reports are Oct. 20, Nov. 9, Nov. 28, and Dec. 13, 2017.
From this experiment, we obtained the 96 strategies and
reports.

The discussions of (Q1), (Q2), and (Q3) are shown in
Sections 4.3, 4.4, and 4.5, respectively.

4.2. Data Processing
We split the students’ activity time during the lesson

(40 min) and defined the phase set P:

P = {P1,P2,P3}, . . . . . . . . . . . . (1)

where P1 means the period from the start time to 13 min,
P2 means the period from 13 min to 26 min, and P3 means
the period from 26 min to the end time. P1, P2, and P3 are
called the first, middle, and last phase, respectively.

As a result, we obtain the 288 learning strategies used
during 13 min (the number of students, phases, and re-
ports are 24, 3, and 4, respectively. Thus, 24× 3× 4 =
288). We also obtain 96 time-series learning strategies for
the set of all phases (the number of students and reports
are 24 and 4, respectively. Thus, 24×4 = 96).

After that, we extract the students’ log data from “edu-
log” and generate the data:

xxxp = [xOwn,p, xHS,p, xLS,p]
T , . . . . . . . (2)

where p means the phase ID and p ∈ P. xOwn,p means the
viewing time of one’s own screenshot in the phase p ∈ P.
xHS,p means the viewing time of a screenshot from the
student who has a high score in phase p ∈ P. xLS,p means
the viewing time of a screenshot from the student who
has a low score in phase p ∈ P. Before the experiment,
all students were assigned a high score (HS) or low score
(LS) by the pre-report. If the pre-report score was greater
than the average, this student was assigned HS, and oth-
erwise, LS. Note that there is an attention point when we
see Eq. (2). A single-phase period is about 13 min. How-
ever, because the students can see multiple screenshots at
the same time, xxxp can exceed the 13-min viewing time.

Moreover, if we represent xxxp as the viewing time of the
single phase p∈P, the viewing time of all phases (40 min)
can be expressed by:

xxxALL = [(xxxP1)
T (xxxP2)

T (xxxP3)
T ]T . . . . . . (3)

Equation (2) presents a students’ learning strategies in
the period of a single phase (13 min). Moreover, Eq. (3)
presents a student learning strategies during the period of
all phases (40 min). Thus, we represent xxxi

p as the i-th
student viewing data during single phase p ∈ P and xxxi

ALL
as the i-th student viewing data during all phases.

4.3. Pattern of the Learning Strategies
From the obtained data discussed in Section 4.2, we

can obtain the learning-strategy set C, which has the kmax
clusters by using the k-means method:

C = {Ci | i = 1, . . . ,kmax}. . . . . . . . . (4)

In this paper, we set kmax = 6 based on the understandabil-
ity of the centroid and sample size. The results are shown
in Fig. 3. Each subplot corresponds to each cluster. The
number at the upper right in each figure means the cen-
troid value obtained by the k-means method. The filled
circles mean the centroid and the non-filled circles mean
the real learning strategies selected by each student.

Cluster C1 has a feature that the viewing time of HS
students’ screenshots is long. In cluster C2, the viewing
time of own, HS, and LS students’ screenshots are long.
We find that it is a very active learning strategy. In cluster
C3, all viewing times are very short. It is a very inactive
learning strategy. The viewing time of the students’ own
screenshots is long in cluster C4. In cluster C5, the view-
ing time of LS students’ screenshots is long. Cluster C6
has a feature that the viewing time of HS students and the
students’ own screenshots are long.

We summarize the these results: C1, C3, and C5 are in-
active strategies, and C2, C4, and C6 are active strategies.

Using the results, we can understand the tendencies of
learning strategies based on the k-means method.

4.4. Transition of the Learning Strategies
Next, we survey the time-series transition between the

learning strategies during all phases (40 min). To achieve
this, we calculate the transition probability pi j from learn-
ing strategy Ci to C j:

pi j = Pr(Xn+1 = C j | Xn = Ci), . . . . . . (5)

C j,Ci ∈C, . . . . . . . . . . . . . . (6)

where n means a phase and has the first phase P1 or mid-
dle phase P2. If n is the first phase P1, then n+1 means the
middle phase P2. Otherwise, if n is the middle phase P2,
then n+ 1 means the last phase P3. Moreover, we calcu-
late the transition probability matrix MMM based on Laplace
smoothing and the collected data:

MMM =

⎡
⎢⎢⎣

p11 p12 · · · p1kmax
p21 p22 · · · p2kmax
...

...
. . .

...
pkmax1 pkmax2 · · · pkmaxkmax

⎤
⎥⎥⎦ , . . . (7)

where kmax means the number of clusters based on the k-
means method (kmax = 6 in this paper). Laplace smooth-
ing means the addition of one to each count [21].
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Fig. 3. Clustering of the learning strategies based on the k-means method. Numbers in each subplot mean the clusters’ centroid
values of the learning strategies of a single phase (13 min). VT means the summation of the viewing time. HS or LS are the HS
or LS student’s screenshot (SS) except for one’s own SS. Note that students were only aware of their own academic achievement
rating.

After that, we calculate the initial probability pi se-
lected in first phase P1:

pi = Pr(X1 = Ci), Ci ∈C. . . . . . . . . (8)

We also calculated the initial probability vector MMM0:

MMM0 = [p1, p2, . . . , pkmax]
T . . . . . . . . . (9)

As a result, we can find the probability of the selected first
phase P1.

The constructed graphical model of learning strategies
transition based on the transition probability matrix MMM and
the initial probability vector MMM0 is shown in Fig. 4. Ini-
tially, we consider the learning strategies selected in the
first phase. The learning strategies are selected as follows:
C4(p4 = 32.29%), C5(p5 = 16.67%), C6(p6 = 16.67%),
C3(p3 = 13.54%), C2(p2 = 10.42%), C1(p1 = 10.42%).
This means that the probability that the students obtain
the information from their own screenshot and the LS stu-
dents’ screenshot (C4) is the highest. However, there are
many patterns in the first phase. In contrast, in the case of
the middle or last phase, the transition probability to C3 is
high, which means the students do not obtain information
from the screenshot in the middle and last phases.

If we set a simple Markov-chain process [22], we can
determine the transition probability of the learning strate-
gies from the first phase P1 to the last phase P3 through
the middle phase P2. Now, the student selects the m-th
learning strategy Cm in the first phase P1. Then, the prob-

Fig. 4. Learning strategies transition diagram. The nodes
indicate learning strategies clusters based on the k-means
methods. The arrow width indicates the probability of tran-
sition based on Laplace smoothing and collected data.

ability of the i-th learning strategy Ci in middle phase P2
and the probability of the j-th learning strategy C j in last
phase P3 can expressed by:

Omi j = Pr(X2 = Ci|X1 = Cm)×Pr(X3 = C j|X2 = Ci)

= pmi× pi j. . . . . . . . . . . . . (10)

Thus, we can calculate Omi j after the first phase (about

1050 Journal of Advanced Computational Intelligence Vol.22 No.7, 2018
and Intelligent Informatics



Data Mining for Discovering Effective Learning Strategies

Table 1. The top 3 probabilities of time-series learning
strategies transition based on Markov chain after the first
phase P1 is decided.

First P1 Middle P2 Last P3 Probability
C1 C3 C3 58.08 %

C1 C3 10.56 %
C3 C5 4.15 %

C2 C3 C3 46.88 %
C1 C3 8.71 %
C5 C3 7.14 %

C3 C3 C3 69.44 %
C3 C1 4.96 %
C3 C5 4.96 %

C4 C3 C3 52.63 %
C1 C3 11.00 %
C5 C3 7.52 %

C5 C3 C3 47.62 %
C1 C3 9.96 %
C5 C3 9.80 %

C6 C3 C3 53.03 %
C1 C3 9.50 %
C5 C3 5.19 %

13 min after the lesson’s start). In other words, the teacher
can know the time-series transition of learning strategies
for all students by checking Omi j.

We show the top 3 probabilities after selecting the first
phase’s learning strategy in Table 1. In all cases for the
first phase’s learning strategy, the maximum probability
transition is from C3 to C3. Moreover, in the case of the
second and third grade, C1, C3, and C5 are selected in
the middle or last phase. From the results of the k-means
method in Fig. 3, learning strategies C1, C3, and C5 are
inactive learning strategies compared to the other strate-
gies (C2, C4, and C6). These results show that the stu-
dents do not select the active learning strategies to obtain
information from screenshots. We guess that the students
are focused on writing the report and do not check the
screenshots. In other words, if the student selects inef-
fective learning strategies in first phase, the teacher must
teach appropriate strategies to this student. To achieve
this, we describe effective learning strategies in the next
subsection.

4.5. Discovering the Effective Learning Strategies
To develop the prediction model for the improvement

of academic achievement by the learning strategies, we
make the following dataset:

D = {(xxxi
ALL; yi) | i ∈ I}, . . . . . . . . . (11)

where xxxi
ALL is the learning strategies in all phases defined

by Eq. (3) of the i-th student. yi means the class label of
the i-th student for the supervised machine learning and it
represents the state of academic achievement after the se-
lected learning strategies xxxi

ALL of the i-th student. yi = 1
means that there is improvement of the i-th student’s aca-
demic achievement. yi = 0 means that there is no im-

Fig. 5. The relationship between the number of trees and
error rate based on the training data.

Table 2. Classification score of the random-forest classifier.
ŷi means the classification output for the i-th student.

Estimated classDataset Observed class
ŷi = 0 ŷi = 1

Accuracy

Training data
yi = 0 36 0

100.0%yi = 1 0 40

Test data
yi = 0 6 2

75.0%yi = 1 3 9

provement. In this paper, the number of classes labelled
yi = 0 is 44 and the number of classes labelled yi = 1 is
52. If we can develop a high quality classifier, we can
know the predict academic achievement by using learn-
ing strategies.

After that, we split the dataset D into the training
dataset and test dataset. The training dataset is used
to teach the the machine-learning algorithm and the test
dataset is to evaluate the developed model. The size of
the training and test dataset are 76 (yi = 0 is 36, yi = 1 is
40 samples) and 20 (yi = 0 is 8, yi = 1 is 12 samples), re-
spectively. We develop the random forest-based classifier
by using the training dataset. In the case of making the
random forest, two model parameters must be set [23].
One is the number of weak learners B, and the other is the
number of randomly selected features that branch each
tree γ . We set (B,γ) = (150,5). γ is a half value of the di-
mension of the feature vector. B is given by searching the
model parameters based on error rate. The relationship
between the number of trees and error rate of a random-
forest classifier based on training data is shown in Fig. 5.
If the number of trees is 150, the error rate stably achieved
0.00%. For this reason, we adopted 150 as the number of
trees B.

After developing the prediction model, we survey the
classification score by using the training and test data. The
results are shown in Table 2. ŷi means the estimated class
for the i-th student. In the case of training data, 100.0%
accuracy has been achieved. In the case of test data, there
are few misclassifications. For the overall result, the ac-
curacy of the test data reached 75.0%.

By using the developed model, we survey the effec-
tive and ineffective learning strategies. Initially, we pre-
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Fig. 6. The relationship between the learning strategies and improvement probability of academic achievement based on the k-
means method and random-forest classifier. The six maps correspond to the results of the selected learning strategies of the first
phase. The vertical and horizontal axes mean the selected learning strategies of the middle or last phase.

pare the representative feature vectors set in the form of
Eq. (3):

Xcent = {[(xxxP1 = NNNi)
T (xxxP2 = NNN j)

T

(xxxP3 = NNNm)
T ]T |i, j,m ∈C}, . (12)

where NNNi is the centroid value of cluster Ci ∈C. In other
words, the elements of set Xcent indicate representative
learning strategies in all phases.

After that, we define the improvement probability of
academic achievement R(x) from the element x ∈ Xcent:

R(x) =
1
B

B

∑
b=1

Trb(x), x ∈ Xcent, . . . . . . (13)

where Trb is the b-th weak learner of the developed ran-
dom forest. R(x) means the ratio of answering class 1
(increase) of the inputted feature x. If R(x) = 1, it means
that all weak learners answer class 1. In other words, we
can determine the improvement probability of academic
achievement based on selected learning strategies. To dis-
cover effective learning strategies, we make 216 repre-
sentative learning strategies by a combination of the clus-
tering results (The number of a single phase’s learning
strategies is 6. Because there are the first, middle, and
last phases, the number of all patterns is 63 = 216). Af-
ter that, the 216 obtained feature vectors are input to a
random-forest classifier and the improvement probability
of academic achievement R(x) is calculated.

The results are shown in Fig. 6. These maps show the

improvement probability of academic achievement as a
function of the selected learning strategies. The six maps
correspond to the results of the selected learning strategies
of the first phase. The vertical and horizontal axes indicate
the selected learning strategies of the middle or last phase.

From Fig. 6, we find that the improvement probability
of academic achievement depends on the selected Cn. The
improvement tendency of the selection of the first phase
is roughly C2 > C1 > C6 > C4 > C5 > C3.

We discuss these results in combination with the results
of the k-means method shown in Fig. 3.

In the case of selecting learning strategy C2 in the first
phase, the probability of improving academic achieve-
ment is very high. This means that selecting active
learning strategies is important to improve the summary-
writing ability for students. After that, in the case of C1
and C5 in the middle and last phases, the maximum value
of improving academic achievement is obtained.

In the case of selecting learning strategy C1 in the first
phase, the probability of improving the academic score
achieves a high value. This shows that it is important to
view the HS students’ screenshots.

In the case of selecting learning strategy C6 in the first
phase, the probability of improvement is high. This shows
that it is important to view both the HS students’ screen-
shots and one’s own screenshots.

In contrast, in the case of C4 and C5 in the first phase,
the maximum value of probability is low. The feature
common to C4 and C5 is not viewing HS students’ screen-
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shots. Thus, we understand that viewing HS students’
screenshots is important.

The worst case is the selection of C3 in the first phase.
In this cluster, the viewing times for all screenshots are
very small. Thus, it is important to view some screenshots
for students.

As a result, we could search the effective and ineffec-
tive time-series learning strategies. If the prediction result
of the improvement probability for target students is poor,
the teacher should teach them a better learning strategies.
We can predict students’ academic achievement before
finishing the report by using only the information from
the first phase if we integrate the algorithm proposed in
this paper. It may be effective to support improvements in
the students’ academic achievement. We will develop this
system in the future.

5. Conclusion

We have an objective to develop a real-time learning-
strategy feedback system to detect ineffective learning
strategies and recommend effective learning strategies.
To achieve this, we ask the following research questions:
(Q1) What does the kind of learning strategies exist?
(Q2) What strategies do students select? (Q3) What is the
learning strategy that lead to improve students’ academic
achievement?

To answer about these questions, we performed the ex-
periment and data-mining-based analysis. We discussed
(Q1), (Q2), and (Q3) in Sections 4.3, 4.4, and 4.5, respec-
tively. As a result, we could learn the time-series transi-
tion of learning strategies and the probability of improv-
ing academic achievement based on the Markov chain and
random-forest classifier.

In future works, we will develop the real-time learning-
strategy feedback system to detect ineffective learning
strategies and to recommend effective learning strategies
based on the knowledge described in this paper. More-
over, we aim to improve the classification quality by us-
ing other machine-learning techniques (e.g., support vec-
tor machine, neural network) instead of the random-forest
approach.
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