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In human-robot conversation in a real environment,
low speech recognition and unnatural response gen-
eration are critical issues. Most autonomous conver-
sational robotic systems avoid these issues by restrict-
ing user input and robot responses. However, such re-
strictions often render the interaction boring because
the conversation becomes predictable. In this study,
we propose the use of multiple robots as a solution for
this problem. To explore the effect of multiple robots
on a conversation, we developed an autonomous con-
versational robotic system and conducted a field trial
in a real event. Our system adopted a button interface,
which restricted user input within positive or negative
intention, and maintained a conversation by choos-
ing the most suitable of the prepared static scenarios.
Through the field trial, we found that visitors who con-
versed with multiple robots continued their conversa-
tion for a more prolonged period, and their experience
improved their impression on the conversation, in con-
trast to the visitors who conversed with a single robot.

Keywords: human-robot interaction, multiple robots, so-
cial robot, field trial

1. Introduction

Robots that are able to talk to people have been used as
an event companion to provide information or for promo-
tional purposes at various places, such as museums [1, 2],
expositions [3], receptions [4], shops [5], stations [6], and
shopping malls [7]. Such robots are expected to attract
visitors and create a positive impression regarding the
topic that the robots would discuss about. To realize this
purpose, one of the most important factors is the ability
to maintain a conversation with visitors, which is defined
as to communicate information between a speaker and an
addressee via natural language. This is because robots
that are unable to maintain a conversation cannot achieve
the purpose, which is to provide information and to fulfill
promotional purposes.

However, robots have presented difficulty in maintain-
ing a conversation with people in a real environment be-

cause of technological issues, low speech-recognition ac-
curacy, and unnatural response generation. These issues
cause conversational collapse; eventually, people cannot
concentrate on a conversation. Most human-robot inter-
action (HRI) studies in real environments have avoided
these issues by two ways. The first is a remote operation,
known as Wizard of Oz (WOZ) method. In this method,
human operators play the role of speech recognition and
response generation. Through this method, a natural con-
versation can be held; however, it has a cost on operator
labor. Therefore, the use of the WOZ method in real ap-
plications is difficult. The second method is more reason-
able than the WOZ method in real applications; it restricts
user input and robot response. The autonomous conversa-
tional robotic systems of this method restrict the topic of a
conversation, and accept specific user input that is related
to the topic. The systems lead a conversation by choos-
ing one of the scenarios that has been prepared in advance
based on specific user input. Therefore, strong restric-
tions of user input and response options decrease conver-
sational collapse. However, such strong restrictions are
often boring to users because the conversation becomes
predictable. Therefore, the users often lose the sense of
having a conversation, which may feel as if they are en-
gaging in a conversation, and finally abandon their efforts
to maintain the conversation.

Our objective is to provide a method to improve the
sense of conversation of the user and maintain a conver-
sation for a longer period, even under restrictions in user
input and response options in a real environment. For this
purpose, we propose the use of multiple robots in a con-
versation. In the present work, multiple robots are de-
fined as two or more robots. There are studies in which
the potential of multiple-robot conversation has been sug-
gested [8–10]. The aforementioned related works coupled
with our central idea are introduced in Section 2. Further-
more, we challenged ourselves in conducting a field trial
in a public interactive art event, in which visitors could
converse with robots as they wished; in other words, they
were free on how long they continued to a conversation.

As previously mentioned, autonomous conversational
robotic systems realistically need to restrict user input and
response options. Regarding this point, we decided to de-
velop a system that would be quite substantially restricted
because we wished to demonstrate the effects of using
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Fig. 1. Multiple robots system via button interface.

multiple robots in a realistic system. Our system had
a static conversational model and prepared scenarios de-
signed for the event as shown in Section 3, so that robots
did not give nonsense responses. Instead of using speech
recognition, we restricted user input by using a button in-
terface, as shown in Fig. 1, to allow visitors to represent
positive or negative intention (see Section 4). Although
the use of buttons to express user intentions is different
from the usual conversation style, we regard such com-
munication as a conversation styles in the sense that a user
and a robot communicate information each other. In Sec-
tion 5, we will explain our field trial in a public exhibition
event to evaluate the effect of using multiple robots in a
conversation; the results will be presented in Section 5 and
will be discussed in Section 6. Finally, we will conclude
our study in Section 7.

2. Multiple Robots Conversation

Takahashi et al. developed mediation robots that de-
termined utterances by searching comments in existing
social media platforms and promoted conversation op-
portunity for humans [9]. Takahashi conducted a user
study, where a user watched TV together with the me-
diation robots. The results showed that people did not in-
crease the conversation opportunity; however, they tended
to more enjoy watching TV with multiple robots than with
a single robot. Moreover, Hayashi et al. developed robots
as a passive social medium in which multiple robots con-
versed with one another [10]. They conducted a field
experiment at a station to investigate the effects of the
robots. As a result, they found that people were more
likely to stop to listen to a conversation of two robots than
to listen to one robot. The aforementioned works sug-
gested positive effects of using multiple robots as a so-
cial medium; however, the researchers did not examine
the effect that the use of multiple robots would have on a
conversation.

There were a few studies that investigated the effects
that the use of multiple robots would have on a conver-
sation between humans and robots. Arimoto et al. re-

Fig. 2. Dialog-state model.

ported that a person who conversed with two robots felt
less ignored from the robots than a person who conversed
with a single robot [8]. These results suggested that us-
ing multiple robots may positively affect certain nonver-
bal aspects of a conversation; nevertheless, it was not clear
whether humans felt as if they held a conversation, which
is highly influenced by verbal aspects. In other words, it
is unknown whether people feel that they can hold a good
conversation by using multiple robots.

In this work, we aim to explicitly evaluate human-robot
conversation from the viewpoint of conversation quality.

3. Conversation Design

We intended to design a conversation between a per-
son visiting a social event and robots that are exhibited in
the event. The robots do not use artificial speech recog-
nition to avoid conversational collapse. This means that
the robots cannot answer a question that has originated
from a person. Therefore, we modeled the conversation
as follows: the robots would chat with each other be-
fore a visitor would come (without-visitor state). The
robots would greet, and would then start talking to the
visitor when he/she would approach (initializing-dialog
state). The robots would introduce a theme (introducing-
theme state), and would continue to discuss certain top-
ics of the theme (asking-question state and responding-
to-answer state). If time permits, the robots may change
the theme (changing-theme state); otherwise, they close
the conversation (finalizing-theme state). This conversa-
tion model is illustrated in Fig. 2. We will provide more
details on each state in the sections below.

3.1. Without-Visitor State
The without-visitor state is a state in which no visitor

is in front of robots. In this state, if the robots do not do
anything, a passing visitor would not pay any particular
attention to the robots. This causes the loss of an op-
portunity for conversation. Therefore, the robots should
do something, even if it is minute. In this study, until a
visitor comes, multiple robots would have a chat among
each other; a single robot would talk to itself at inter-
vals of a few seconds because it is unnatural to continue
talking without a pause. It should be noted that multiple
robots present an advantage in creating a natural scene at
the without-visitor state. The without-visitor state would
continue until a visitor would approach. The arrival of
a visitor was detected via buttons; in other words, the
without-visitor state transitioned to the next state, namely
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the initializing-dialog state, when a visitor pushes either
buttons.

3.2. Initializing-Dialog State
The initializing-dialog state is a preparatory state for a

conversation. When a visitor approaches, he/she is not
ready for a conversation with robots. The robots should
greet and instruct how to converse so that the visitor may
naturally enter a conversation. Below, we provide an ex-
ample (Ra and Rb represent the robots, and H represents
the visitor. Ra → H represents that Ra is speaking to H.):

Ra→H: Hello.

Rb→H: If you agree with my idea, push that
blue button. Otherwise, push that
red button.

3.3. Introducing-Theme State
In the introducing-theme state, a theme of topics is pro-

vided, on which the robots plan to converse. Typically,
people tend to set a theme for their talk prior to becom-
ing familiar with the details of each topic. An example of
scripts in this state is provided below:

Ra→H: Hey, will you listen to my problem?

Rb→Ra: Do you think what happened all of a
sudden?

Ra→Rb: I just wanted to say that no matter
what.

3.4. Asking-Question State
The asking-question state is a state in which robots ask

a question about a topic of a theme that has been selected
in the previous state (either the introducing-theme state or
the changing-theme state) to a visitor. The question would
be posed in such a manner such that it could be answered
positively (yes) or negatively (no). The following script is
an example of this state:

Ra→H: Sometimes, our doctors move our
joints.

Ra→Rb: Isn’t that painful?

Rb→Ra: Yeah, very.

Ra→Rb: Humans need to handle robots more
gently.

Ra→H: Do you think so?

3.5. Responding-To-Answer State
The responding-to-answer state is a state in which

robots respond to a visitor answer. A visitor answer can
be classified as in the following: positive, negative, and
timeout. In fact, robots wait for visitor input; however,
they resume a previous conversation (e.g., timeout), if a
visitor indicates that he/she is neither positive nor nega-
tive for long time because it would be unnatural to keep
the visitor waiting. Below, we describe examples that cor-
respond to positive, negative and timeout, respectively:

[Positive]

Ra→H: That’s so you! You are kind.
Rb→Ra: If all the people are like you,

it will be easier for us robots to
live.

[Negative]
Ra→H: That’s horrible.
Rb→Ra: I think I’m not motivated to help

humans.

[Timeout]
Ra→H: Well, if something gets broken, it

can be fixed though.
Rb→Ra: Just replace the broken part, and

that’s it.

After the responding-to-answer state has been com-
pleted, it transitions to the asking-question state; however,
it transitions to the changing-theme state or the finalizing-
dialog state, according to the conditions. The conditions
depend on the number of questions asked. We can set
a condition, for example, the responding-to-answer state
transitions to the asking-question state until the count
reaches to three times.

3.6. Changing-Theme State
The changing-theme state is a state in which a new

theme is provided. Robots should maintain the same
theme for a while in a conversation because of its con-
sistency. However, it is unnatural to continue conversing
on only one theme. Therefore, the robots need to change
the current theme and replace it with a new one. The tim-
ing of changing depended on the number of topics on the
current theme told by robots. The following script is an
example of a changing-theme state.

Ra→Rb: Well, I’ve been thinking about my
problem.

Rb→Ra: What happened all of a sudden?
Ra→Rb: I want you to know how hard it is to

be a robot.
Ra→H: It’s no big deal. Please listen to

me, just a little.

3.7. Finalizing State
The finalizing-dialog state is a state for ending the con-

versation with a visitor. Robots working at a social event
are expected to communicate with several visitors. There-
fore, they should end a conversation following an appro-
priate timing, so that they may hold a conversation with
the next visitor. For example, the timing of ending the
conversation may be after the completion of conversing
about two themes. An example of such a scenario is pre-
sented below:

Ra→Rb: Hey, time is almost up, right?
Rb→Ra: Yes.
Rb→H: It’s time to switch to the next

human.
Ra→H: Great talking to you. See you.

Bye.
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Fig. 3. System architecture.

It should be noted that there is a problem in this dia-
log state model, namely that robots continue talking even
when a visitor leaves during a conversation because the
model does not consider whether a visitor is in front of
the robots or not. Actually, every state should be able to
transition to the without-visitor state when a visitor moves
far away. However, we did not implement this concept be-
cause we did not employ any sensors for detecting visitors
who would step away from the robots. In future works,
we aim to solve this problem by using human detection
sensors such as Kinect.

4. Autonomous Conversational System

Figure 3 illustrates the architecture of the developed
system. When a visitor pushes either the positive or
the negative button, his/her input is sent to the scenario-
selection module. The scenario-selection module chooses
one scenario out of the scenario set, and then sends the
scenario to the scenario executor module. The scenario
executor module parses the scenario, and sends the se-
quence of commands of speech, gesture, and gaze to the
robot controllers, according to the scenario. After the sce-
nario has been executed, the scenario executor module
sends back a completion signal to the scenario selector
module. Then, the scenario selector module chooses the
following scenario. This means that the system can hold
a conversation through a sequence of scenarios. Visitor
input is used as positive or negative information, as well
as a trigger that resumes the process of the scenario ex-
ecutor module that awaits the visitor input. Furthermore,
it is used as a trigger via which robots can pay attention
to a visitor. In the following sections, we will explain in
more details.

4.1. Scenario
The scenario is a data file which contains a description

of how robots behave and the attributes that are used for
scenario selection. It is divided into two elements: the
scenario attributes and the behavior definition. Fig. 4 il-
lustrates a sample scenario.

4.1.1. Scenario Attributes
A scenario attribute contains four variables: the dialog

state, the user answer, the theme, and the topic. These
variables are used as conditions for choosing a scenario.
The dialog state, as described in Section 3, has seven val-
ues. The user answer is the visitor input to which the
scenario corresponds. The user answer has three values:

Fig. 4. Scenario sample.

positive, negative, and timeout. The theme and the topic
are similar to a label that features the content of a sce-
nario. The theme is a more general concept than the topic.
For instance, the sample scenario that is shown in Fig. 4
is chosen if the current dialog state is the responding-to-
answer state, the visitor input is positive, and the robots
talks about speech recognition in the context of robotic
frustration.

4.1.2. Behavior Definition
The behavior definition includes the timing of a robot

to converse with another robot. As shown Fig. 4, we de-
scribe the identity of the speaker-robot (the first item) and
the identity of the target robot or that of the target hu-
man to which the speaker-robot talks to (the second item),
and how many seconds later an utterance begins from the
completion of the last utterance (the third item), as well
as the content of the utterance (the forth item). When a
robot asks a question to a visitor, a wait-for-input tag can
be added at an utterance in a scenario to indicate that the
robots are waiting for visitor input. For example, the first
behavior of the sample scenario means that robot Ra says
“That’s so you! You are kind” to a visitor after 1.0 s from
the last utterance.

This scenario defines only the behavior of the speaker.
The behaviors of the listeners are generated automatically
based on a predefined rule. While a speaker talks, the
other robots (listeners) look at the speaker, and nod with a
random time lag (the range is from 0.0 to 1.0 s) at the end
of its utterance.

4.2. Scenario Selector
In our architecture, there is always one “scenario” un-

der execution. A scenario is a data file that controls the
utterance, the gesture, and the gaze. In the system, each
scenario corresponds to a theme, topic, and visitor input in
every dialog state. The scenario selector is a dialog state
transition-based system, in which the current scenario
is periodically matched with the pre-implemented dialog
state network (Fig. 2). The scenario selector chooses one
scenario out of the scenario set, according to the current
dialog state, visitor input, theme, topic, and history. The
scenario set is a storage that contains all scenarios. The
history is the place where the executed scenario is stored.
There are two reasons for using history. One is that a
robot does not execute a scenario that has already been
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Fig. 5. Button interface.

executed. It would be unnatural to repeat the same speech
in a conversation. The other reason is to check the chang-
ing theme condition and the closing dialog condition.

4.3. Scenario Executor
The scenario executor receives a scenario from the sce-

nario selector, and then parses the scenario. As a result
of parsing, the scheduled sequence of commands—which
are Say, Gesture, and Look—to be sent to the robot con-
trollers is generated. The Say command makes a robot
speak a sentence. The Gesture command makes a robot
perform gestures, such as nodding or bowing. The Look
command makes a robot look toward a predefined place.
In this study, because we fixed the human position, the
position of each robot, such as the static label approach,
did not significantly matter.

The scenario executor sends back a signal after a sce-
nario is completed. The signal is used as a trigger for the
scenario selector to choose the next scenario.

4.4. Robot Controller
The robot controller is a module for the operation of

a robot based on a command received from the scenario
executor. The robot controller extracts a sequence of com-
mands that move the motors of each axis according to the
gaze or the gesture command. In addition, it extracts a
sequence of commands to play an audio file, and moves a
motor for the opening and the closing of the mouth as per
the Say command.

4.5. Button User Interface
The button user interface has three functions. Each

function is executed depending on the following dialog
states.

(1) To represent user intention: We employed two phys-
ical buttons as user input devices, each of which repre-
sents the positive and the negative input (Fig. 5). When
either of buttons is pushed after the question posed by the
robot to a user (the asking-question state shown in Fig. 2),
the dialog state transitions to the responding-to-answer
state; then, a scenario that is suitable for the button input
is selected and executed. Next to the buttons, we placed
pictures that correspond to a positive or negative input in
order for a visitor to intuitively understand the meaning of
buttons.

(2) To detect a user who is motivated to talk to robots:
When either of buttons is pushed during the robot–robot
conversation (without-visitor state, as shown in Fig. 2),

the robots stop talking and look at the user; then, they
start a conversation with the user. In other words, the state
transitioned to the initializing-dialog state. This means
that the buttons are used as a detecting device.

(3) To pay attention to a user who pushes a button:
When either one of the buttons is pushed at any other
state other than the abovementioned states, the robots look
at the user if this gaze moving do not conflict with gaze
moving prescheduled in the scenario executed at that time.
The robots return their gaze 2 s after the first gaze mov-
ing, if the second gaze moving does not conflict with the
prescheduled gaze moving. Thanks to this function, a user
is expected feel that the robots are aware of him/her.

It should be noted that we may use different interfaces,
such as a touch panel or a keyboard, if the devices accept
two types of input.

4.5.1. Positive, Negative, and Timeout
The button user interface module sends the visitor input

to the scenario selector module. The input is of two types:
positive and negative. Although we used physical buttons
in this study, we may use any device that can accept two or
more types of input, such as a keyboard or a touch panel.

4.5.2. Input Activity as a Trigger
Furthermore, the button user interface module sends the

visitor input activity to the scenario executor and robot
controllers. In the scenario executor, the input activity is
used as a trigger to resume a scenario that awaits visitor
input. In robot controllers, the activity is used as a trig-
ger for robots to pay attention to user input. As it is not
friendly for robots not to respond to visitor input, we con-
figured robots to look toward the visitor, when the visitor
provides input.

4.6. Robot
In our system, we employed CommU (Fig. 6), which is

a social conversation robot developed by VSTONE. This
robot is a desktop size, which is with a height of 304 mm,
a width of 180 mm and a depth of 131 mm, and a weight
of 938 g. CommU has three degrees of freedom (DOFs)
at its waist, three DOFs at its neck, and two DOFs at
each eye, thus being able to flexibly control its gaze, as
shown Fig. 6. This flexible gaze control is important for
human-like social behaviors, such as turn taking in a con-
versation, establishing engagement via eye contact, and
expressing its attention. The robot has a camera at the
center of the forehead, a microphone on the left side of
the chest and a speaker at the center of the chest; how-
ever, these devices were not used in this experiment.

5. Field Trial

5.1. Hypothesis
Based on past research [8–10], we hypothesized that

multiple robots can continue a conversation with visitors
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Fig. 6. The robot used in this experiment, called CommU
(above) and examples of its nonverbal expressions (below).

for a longer period than a single robot. Moreover, regard-
ing the conversational impression, multiple robots will
improve the following, compared to the single robot;

(1) Sense that a conversation is established with robots.

(2) Sense that their opinions are conveyed to robots.

(3) Sense that their thoughts on the contents that have
been provided by the robots were meaningful.

To investigate the validity of the hypothesis, we con-
ducted a field trial, where multiple robots and a single
robot conversed with visitors in an interactive art event.

5.2. Scenario
We had to select a theme for the scenarios considering

the two following options: (1) the theme has both a posi-
tive perspective and a negative perspective, and is an open
question, and (2) the theme is related to robots. The first
standard is considered because each robot is attributed one
different perspective. We considered that such a division
of roles would help multiple robots to produce a power-
ful effect. The second standard was considered because it
would not be natural that robots would converse on topics
that would not be related to robots, in a public event.

Based on the above two standards, we created the fol-
lowing three themes; (a) a robot agrees with nursing care
for the elderly by robots, (b) a robot disagrees with nurs-
ing care for the elderly by robots, and (c) a robot becomes
frustrated with being robot. Regarding the first and sec-
ond themes, both the positive and the negative perspective
are considered, and the themes are related to the robot it-
self. The difference between the first theme and the sec-
ond theme is whether the topics of each theme are posi-
tive or negative. The third theme contains a positive per-
spective and a negative perspective as well; for example,
a robot can continue working without a recess, as long
as there is electricity; however, its body becomes too hot
owing to the electricity.

Fig. 7. Field trial at the Tokyo Design Week event.

We created five topics for each theme. After starting
a conversation with a user, the robots randomly selected
one theme and three topics within the theme. The time al-
located to one topic was approximately from 1 to 1.5 min.
The total time of a conversation, including the initializa-
tion and the finalizing, was approximately five minutes if
the robots conversed on three topics.

5.3. Procedure
We conducted a field trial during the Tokyo Design

Week, which was an interactive art event, for three days.
Our developed system operated from 11:00 to 20:00 (from
11:00 to 16:00 on the final day). The system was installed
at the site of the interactive robot section (Fig. 7).

Visitors of the event could freely experience the sys-
tem without the permission of the exhibitor. Visitors who
participated in the trial sat on a chair in front of the cen-
ter of one of the robots. When a visitor group—such as
a family—approached, one of its members would sit on
the chair and the others would sit on extra chairs or stood
next to or behind the seated one. The member sitting on
the center chair almost always pushed the buttons; how-
ever, other members rarely did.

Visitors were instructed to push a blue button if they
agreed with the opinion of the robot, or to push a red but-
ton if he/she did not agree. The instruction was offered by
an exhibitor, and was illustrated through picture cards as
well (Fig. 5), to ensure that visitors would be able to eas-
ily understand. They could freely behave and exit from
a conversation anytime. To provide an opportunity for
other visitors to experience the conversation, the number
of scenarios initiated by the robots was coordinated in a
manner that the conversation time would be limited to ap-
proximately 5 min. The settings were limited because of
the field trial, and do not restrict our multiple-robots con-
versation design. We randomly chose visitors who expe-
rienced the system, and we asked them to answer a ques-
tionnaire.

5.4. Conditions
To verify our hypothesis, we made two conditions,

namely a single-robot and a multiple-robots condition. In
the single-robot condition, one robot conversed with one
visitor. When there was no visitor in front of the robot,
it talked to itself. In the multiple-robots condition, three
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robots conversed with a visitor. The reason for using three
robots instead of two robots is because it would be easy
to maintain a consistent position for each robot during a
conversation. By using three robots, we could assign dif-
ferent positions in a topic to each of them. For exam-
ple, in the topic of nursing care by robots, the first robot
agreed that robots care for seniors; however, the second
robot disagreed, and the third robot maintained a neutral
position. Of course, a single robot can well explain claims
of the aforementioned positions; nevertheless, it is easier
for three separate robots to continue to claim their respec-
tive positions than it is for a single robot. When no visitor
was in front of the robots, they talked to each other.

To compare these conditions fairly, we created almost
the same scenarios for each condition. Their differences
were in terms of the manner of expressing their claims or
their responses to another robot. In the multiple-robots
condition, the robots directly stated their claim; for ex-
ample “I think that the nursing care by robots is a very
good thing.” or “Robots should not care for seniors, I
think.” Contrary to this direct claim, a single robot indi-
rectly stated its claims; for example, “Someone thinks that
the nursing care by robots is a very good thing” or “There
are opinions that robots should not care for seniors.” The
contents of the scenarios as well as the total times of the
scenarios were almost same for both conditions.

5.5. Measurement
5.5.1. Conversation Time

The impression that a conversation makes on the visi-
tor, as well as whether the behavior of a visitor changed
or not, are both interesting points. Social robots are re-
quired to prolong the conversation time, so that robots
can provide more information or promote an advertise-
ment. From this standpoint, it is interesting to compare
the conversation time of each condition. To measure the
conversation time, we recorded conversations with video
cameras, and we manually annotated the video offline.
The conversation times were coded as the duration from
the time when the robot said “hello” to the time that the
visitor withdrew, or the robot said “goodbye.” It should
be noted that even if a visitor withdrew from a conversa-
tion, the robots could not stop the conversation because
they did not have a means to detect the visitor position.
Therefore, there were cases in which visitors came in the
middle of a conversation with the previous visitor. We did
not include these visitors because the results would not be
correct.

5.5.2. Questionnaire
We asked the following three questions based on our

hypothesis:
Q1. Did you feel that you had a conversation with the

robot(s)?
Q2. Did you feel that your opinion was conveyed to the

robot(s)?
Q3. Did you feel that you deepened your thoughts on

the topics presented by the robot(s)?

All questionnaire items were evaluated on a one to
seven point scale, where seven represented the most pos-
itive opinion. The first question aimed to verify whether
the sense of conversation of the visitor changed or not.
The second question aimed to compare the two condi-
tions in terms of how well were the opinions–positions
communicated across. The third question was asked with
the purpose to reveal whether the sense of contemplation
of the visitor was different between the two conditions.

6. Results

6.1. Conversation Time
Through video coding, we obtained the data of 139 par-

ticipants for the single-robot condition and the data of 148
participants for the multiple-robot condition. The means
of their conversation times were 160.5 s (SD = 91.9) for
the single-robot condition and 200.7 s (SD = 90.9) for
the multiple-robot condition, as shown in Fig. 8(a). As
the data do not indicate a normal distribution, as shown
Fig. 8(b), we analyzed them via the Mann–Whitney U
test. The test revealed a significant difference between
these conditions (z = 3.33, p = .0013). These analysis re-
sults indicate that participants who conversed with multi-
ple robots joined the conversation for a longer period than
those who conversed with a single robot.

Furthermore, as shown in Fig. 8(b), approximately half
of the visitors who conversed with multiple robots contin-
ued a conversation for an additional 4 min. The scenarios
that we used in the field trial lasted for approximately 5
min; more specifically, the main topic of the conversation
would last for 4 min. This means that the visitors main-
tained a conversation until the robots finished talking on
the main topic.

6.2. Questionnaire About Conversational
Impression

Through this questionnaire survey, we obtained data
from a total of 176 participants. Table 1 lists the break-
down of participants, categorized by age and sex. Most of
our listeners were in the 10–50 demographic. The ratio of
males to females for the two conditions was quite differ-
ent because the participants in this field trial were free to
choose either one of the two conditions. We will consider
the effect of gender distinction in the Discussion section,
after presenting the results of questionnaire survey.

6.2.1. Sense of Conversation
The mean scores of the first question that enquires upon

the sense of conversation of the participant were 4.55 (SD
= 1.71) for the single-robot condition and 5.06 (SD =
1.41) for the multiple-robots condition. The boxplot of
the scores is shown in Fig. 9 (the left graph). We ana-
lyzed these data via the Mann–Whitney U test, and the re-
sults indicated a significant difference between these con-
ditions (z = 2.045, p = .041). The analysis results indicate
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Fig. 8. Boxplot (a) and histogram (b) of conversation times in each condition.

Table 1. Demographic of participants.

Single Multiple
Male Female Male Female

0–9 4 5 5 4
10–19 3 6 4 12
20–29 7 28 9 15
30–39 3 10 12 10
40–49 2 13 6 5
50–59 6 1 3 1
60–69 0 0 1 0
70– 0 0 0 1

Total 25 63 40 48

that participants who conversed with multiple robots felt
more strongly that they could converse with these robots
than those who conversed with a single robot.

6.2.2. Sense of Conveying Opinion

The mean scores of the second question that enquires
upon the sense of conveying opinion were 4.33 (SD =
1.54) for the single-robot condition and 5.06 (SD = 1.41)
for the multiple-robots condition. The boxplot of the
scores is shown in Fig. 9 (the middle graph). The Mann–
Whitney U test revealed a significant difference between
these conditions (z = 3.33, p = .0013). The analysis re-
sults indicate that participants who conversed with multi-
ple robots felt more strongly that they could convey their
opinion to these robots than those who conversed with sin-
gle robot.

6.2.3. Sense of Deepening Thought

Owing to two participants not completing the third
question, the data were obtained for 87 visitors, for each
condition.

The mean scores of the third question that enquires
upon the sense of deepening thought of the participant
were 4.53 (SD = 1.31) for the single-robot condition, and
5.06 (SD = 1.24) for the multiple-robots condition. The
boxplot of the scores is shown in Fig. 9 (the right graph).

The Mann–Whitney U test revealed a significant differ-
ence between these conditions (z = 3.33, p = .0013). The
analysis results indicate that participants who conversed
with multiple robots felt more strongly that they could
deepen their thoughts on the topic presented by the multi-
ple robots than those who conversed with single robot.

7. Discussion

7.1. Gender Distinction

This field trial was held in a large interactive art event.
As visitors were free to look at and explore any exhibit,
we could not control them in our trial. As a result, our data
contained certain gender distinctions. Therefore, we an-
alyzed whether the gender distinction biased our results.
In this analysis, we did not focus on the video data; we
only focused on the questionnaire results because there
were indistinctive cases owing to mixed groups of male
and female visitors, such as couples or families.

The gender-segregated results of questionnaire are
listed in Table 2. A two-way analysis of variance
(ANOVA) is commonly used to analyze such data; how-
ever, we used the Mann–Whitney U test for each condi-
tion because the variances of each group were different.
The analysis results revealed that there was a marginally
significant difference between male and female visitors
for the multiple-robot condition in Q2 (z = 1.76, p =
.078). Although significant differences were not observed
between male and female visitors, in Table 2, we may ob-
serve the tendency that males rated a conversation with
multiple robots higher than females. These data are inter-
esting because they suggest a new hypothesis, in which
males prefer to converse with multiple robots more than
females do.

Past studies on human-robot interaction have reported
that there are gender differences in user impressions of
robots. For example, Kuo et al. found that elderly men
had a more positive attitude toward robots in healthcare
than women [11]. Schermerhorn et al. reported that men
tended to think of a robot to be more human-like, and were
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Fig. 9. Results from the questionnaire.

Table 2. Gender-separated results from the questionnaire.

Q1 Q2 Q3
Single Multiple Single Multiple Single Multiple

Male 4.32 5.25 4.36 5.33 4.56 5.2
Female 4.63 4.90 4.32 4.81 4.52 4.94

more socially facilitated in a task than women [12]. These
studies suggest that men tend to regard robots as being
human-like and social beings more than women do. The
results that multiple robots were evaluated higher by men
than women in our trial may be attributed to the fact that
men tended to consider robots as social beings.

Moreover, nonverbal features, such as a sense of the
gaze and presence of the robot, may be related to the gen-
der differences of our results as well. It has been known
that men prefer to be approached from the side than from
the front, and women prefer to be approached from the
front than from the side [13]; and in human-robot in-
teraction, a similar phenomenon has been observed [14].
Multu et al. rated a robot more positively in a conversation
when they were looked at more; in contrast, women rated
it more positively when they were looked at less [15].
Considering these past works, multiple-robot conversa-
tion might be preferred because in total, multiple robots
would look at user face more than a single robot would;
moreover, they spoke to the user from his/her front, as
well as from his/her side.

In fact, there were not enough data to conclude gen-
der effects on multiple-robots conversation because we
did not focus on gender difference in this field trial. We
would need to conduct more experiments for the investi-
gation of the relation between gender difference and the
use of multiple robots in a conversation.

7.2. Effect of Multiple Robots
The conversation times and questionnaire results

showed that multiple robots improved the quality of con-
versations more than a single robot. We speculate that the
reason may be the dynamics of interaction generated by
multiple robots.

From video observations, we found that visitors and
robots in multiple-robots conversations seemed more dy-

namic than those in a single-robot conversation. Visitors
conversing with a single robot fixed their gaze on the sin-
gle robot. The single robot fixed its gaze on the visitors,
as well. Contrary to these static behaviors, visitors con-
versing with multiple robots moved their gaze to look at
a speaking robot. In a similar manner, the robots moved
their gaze at every turn taking. These nonverbal behaviors
have the potential of creating an impression that a conver-
sation is natural [16, 17]. As a result, such dynamic inter-
action might help the visitors engage in a conversation.

Furthermore, as well as nonverbal behaviors, verbal
communication in a multiple-robots conversation sounded
more dynamic than that in a single-robot conversation.
Good speakers can provide an interesting topic, as well as
various aspects of the topic, including positive or negative
opinions. In our field trial, a single robot would express
opinions from the positive, negative, and neutral view-
points of a topic; for example, “Some people agree with
nursing care by robots, whereas others are concerned for
their safety.” This seemed to be similar to a lecture by a
teacher; therefore, the conversation might be boring for
visitors. Contrary to such a boring conversation, multiple
robots expressed their own position by providing consis-
tent opinions regarding a theme; for example, one robot
agreed with robotic nursing care, another disagreed, and
the other robot exhibited a neutral attitude toward it. The
form of this talk seemed similar to a debate. The form
could develop an atmosphere that would make visitors
deeply think about the opinions that the robots expressed.

In conclusion, we consider that the dynamics of non-
verbal behaviors and verbal communication in multiple-
robots conversation would contribute to improve the qual-
ity of a conversation.
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7.3. Effect of Quantity of Robots
Regarding the effect of the quantity of robots that par-

ticipate in a conversation, we consider that it is important
to either use a single robot or two or more robots because
two or more robots should make the expression of robot’s
attention through its gaze richer than a single robot. Dur-
ing a conversation, a single robot continues to pay atten-
tion to only one user; however, two or more robots can
shift their attention to either a user or another robot. Such
a shifting attention from two or more robots is expected to
improve the feelings of the user toward the fact that robots
are making efforts to listen to his/her speech more than a
single robot with a fixed attention.

Regarding the comparison between two and three
robots, we consider that three robots are superior to two
robots in the case of a debate-like conversation, which
would enable a user to contemplate on a topic. If three
robots participate in a conversation on a certain topic,
each can assume one of the three basic roles, namely the
positive, the negative, and the neutral role. A user would
develop empathy for any one of these three roles. A user
who is feels empathy for one of the robots may become
more immersed in a conversation.

The use of four or more robots would complicate a con-
versation; this would make it difficult for a user to un-
derstand which robots are in which position regarding a
topic. In addition, such a predominantly robot situation
would give a user a formidable impression. Therefore,
we consider that increasing the number of robots may not
always improve the sense of conversation of the user.

7.4. Implication
The contribution of our study is that holding a conver-

sation with multiple robots resulted in a prolonged con-
versation and improved human impression of the con-
versation more than holding a conversation with a single
robot. Furthermore, our findings were based on human-
robot interaction in a real exhibit event, where participants
were free to look and explore the exhibits. Using multiple
robots will become one of the most efficient manners to
fulfill promotional or advertising purposes in an event.

Moreover, our findings will be useful in the field of edu-
cational robots [18, 19]. For such robots, it is important to
continue toward conversations with children, and to make
them consider a topic mentioned by the robots. According
to our findings, multiple robots are considered appropriate
for this requirement. For example, discussions with mul-
tiple robots that have different perspectives among each
other will be more exciting and attractive than a lecture
from single robot.

7.5. Limitation
In this field trial, we did not use speech recognition and

response generation technologies because practical per-
formance was of high priority. However, using multiple
robots has the potential of such technologies being ap-
plied in conversations among robots. Even if the speech

recognition accuracy and the naturalness of the response
generation reach the human level, robots will not avoid
failures of speech recognition or response generation. If
these failures occur, a conversation would become inco-
herent. According to Iio [20], although a single robot does
not perform well in recovering from broken coherence,
multiple robots are able to maintain a coherent conver-
sation by using a special turn-taking pattern between the
robots, even if the robots would misinterpret human in-
tention. Therefore, we consider that using multiple robots
might be more efficient in a conversation in which speech
recognition or response generation would be used, rather
than in our scenario-based conversation with a button in-
terface.

As we did not use any sensors, our system could not
detect participants that withdrew from the conversation.
The robots could not stop a conversation when partici-
pants disengaged. Therefore, in certain instances, when
participants approached, the robots would be discussing
the scenario of the previous participant. Although this was
an issue as a practical system, it did not bias our findings
because our video analysis focused on participants who
engaged from the beginning of a conversation.

8. Conclusion

We developed an autonomous conversational robotic
system that controls multiple robots to lead a conversa-
tion based on human response through a button interface.
Our field trial in a real event revealed that multiple robots
can maintain a conversation with visitors for a longer pe-
riod than a single robot. Approximately half of the visitors
who conversed with multiple robots maintained a conver-
sation for an additional 4 min; this means that they were
engaged until the end of the conversation. Furthermore,
visitors who conversed with multiple robots had better im-
pressions of their conversation than those who conversed
with a single robot. The findings will contribute to practi-
cal applications, such as advertising companion robots or
educational robots in schools.
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