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This paper proposes a motion blur length estimation
method that is applied to motion blur image restora-
tion. This method applies a cross-correlation algo-
rithm to multi-frame motion-degraded images. In or-
der to find the motion blur parameters, the Radon
transform method is used to estimate the motion blur
angle. We extract the gray value of pixels around the
blur center, calculate the correlation for obtaining mo-
tion blur length, and use the Lucy-Richardson itera-
tive algorithm to restore the degraded image. Experi-
ment results show that this method can accurately esti-
mate blur parameters, reduce noise, and obtain better
restoration results. The method achieves good results
on artificially blurred images and natural images (by
the camera shake). The advantage of our algorithm
that uses the Lucy-Richardson restoration algorithm
compared with the Wiener filtering algorithm is made
obvious with less computation time and better restored
effects.

Keywords: cross correlation, motion blur image, blur
length, point spread function (PSF), radon transform

1. Introduction

There are many reasons for motion blur in photographic
images, such as the impact of atmospheric turbulence, and
camera movement or shake. The blurry image caused by
relative motion between the camera and scene is called
the motion blur image [1]. A restoration algorithm for
motion blur images is currently one of the popular stud-
ies, and has attracted the attention of domestic and inter-
national scholars. Such algorithm has been widely used in
the fields of medical imaging, road traffic detection, mili-

tary detection, etc.
In recent years, many researchers have presented algo-

rithms to estimate motion blur parameters. Chan [2] pro-
posed total variation (TV) regularization. Certain regular-
ization terms have to be added in the minimization, and
thus Chan’s method is suitable for out-of-focus blurring
on medical or satellite images. In the case of motion blur-
ring, TV regularization is not a good choice. Mayntz [3]
studied blur identification using a spectral inertia tensor
and spectral zeros. His method requires a prior parametric
knowledge of the PSF. Chang [4] proposed blur identifi-
cation method by using bispectrum, thus finding motion
blur parameters when there is no additive noise. The au-
thor attempted to model bispectrum by adopting the Auto-
Regressive Moving Average (ARMA) model, and he em-
ployed this method for finding PSF coefficients. There-
fore, the aforementioned algorithms are completely dif-
ferent from the algorithm presented in this paper.

In this paper, a new motion blur length estimation al-
gorithm based on the correlation principle is proposed.
First, we obtain the estimates of the blurred motion an-
gle according to the Radon transform results. Second, we
select the center of the blur and set the radius according
to the blur angle extracted by the pixel gray value of each
blur path on the blur center, and then perform a cross-
correlation calculation with the candidate PSF in order to
find the maximum point of the cross-correlation, i.e., the
blur length. Finally, we restore the observed image using
the Lucy-Richardson iterative algorithm.

2. Degradation Model and Blur Parameter
Estimation

The motion blur image are those that have noise whose
restoration relies largely on PSF estimates. A blur image
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is theoretically modeled by a convolution in the space do-
main, as follows:

g = f ⊗h+n . . . . . . . . . . . . . (1)

where g is the observed blurred image, f is the ideal im-
age (i.e., if the camera would not move), ⊗ represents the
convolution operation, h is PSF, and n is noise (usually
caused by a camera sensor).

Typically, image processing in the frequency domain is
faster than in the space domain. The corresponding model
can be described as follows:

G = F ·H +N . . . . . . . . . . . . . (2)

Let the capital letters denote the two-dimensional Dis-
crete Fourier Transforms of the respective lower case let-
ters, and · represent the element-wise multiplication. In
Fourier analysis of the optical system, the degradation
function H is sometimes called the Optical Transfer Func-
tion (OTF) [5]. In the space domain, h is PSF. In the
aerodynamic flow field, the OTF can be obtained by the
Fourier transform of PSF, as follows:

H(u,v) =
∫ ∞

−∞

∫ ∞

−∞
h(x,y)exp[− j2π(ux+ vy)]dxdy (3)

where (x,y) is the two-dimensional coordinates in the
space domain, (u,v) is the two-dimensional coordinates
in the frequency domain, and H(u,v) is the Fourier trans-
form of PSF h(x,y).

From Eq. (3), we know that the main task of motion
blur image restoration is to estimate PSF.

2.1. Motion Blur Properties
The mathematical model for the PSF of motion blur

images is as follows [6]:

h(x,y) =

⎧⎨
⎩

1
a

if
√

x2 + y2 ≤ a
2

and
x
y

= − tan(φ)

0 others
(4)

From Eq. (4) we can see that PSF depends on two param-
eters: moving direction (φ ) and length (a). Fig. 1 shows
the noise-free motion blur and spectrogram of a Lena im-
age.

Figure 1 shows that the spectrogram of the noise-free
observation image of motion blur displays many paral-
lel black lines. In order to further study the movement
of the noisy blurred image, we artificially add Gaussian
noise to the image shown in Fig. 1(a) with a blur length
of 20 pixels, angle of 45◦, and density noise of 0.02 in
order to experiment with the 256× 256 Lena image; this
results in the noisy blurred image and spectrogram shown
in Figs. 1(c) and 1(d). Fig. 1(c) is the 256× 256 linear
noisy blurred image with blur parameter L = 20 pixels and
φ = 45◦ with Gaussian noise density of 0.02. Fig. 1(d) is
the spectrogram of Fig. 1(c).

Figure 1(d) shows that after adding noise to the motion
blur image, the parallel black lines become weak or even
disappear from the spectrogram. If the variation of noise

(a) Noise free motion blur image L=20
pixels, f=45°

(b) Spectrogram for (a)

(c) Blurred image with
Gaussian noise

(d) Spectrogram for (c)
Fig. 1. Motion blur and spectrogram of Lena image.
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Fig. 2. Relationship of parallel black lines between motion
blur direction and Fourier spectrum.

were to increase, many parallel black lines might disap-
pear. In order to estimate the motion blur parameters of
the image with noise, we use the noisy image as the input,
as proposed in [7]. By using the noise removal method on
the observation image g(x,y) for image processing, and
then employing the denoised images g′(x,y) as the input
for estimating the degraded image, the important informa-
tion necessary for estimating blur parameters [8] is simul-
taneously removed.

2.2. Blur Angle Estimation
The motion blur direction ϕ is equivalent to angle θ , as

shown in Fig. 2, where line l1 is a spectrum parallel black
line in the figure, line l1 and line l2 are vertical, angle θ
is the angle included between line l1 and the y-axis, and
angle ϕ is the angle included between line l2 and the x-
axis. Then, it can be concluded that ϕ = θ by the triangle
theorem.

The methods for estimating the directions of noise-free
and noisy blur motion are the same. We use the logarith-
mic of the Fourier transform and perform Radon trans-
form. In the Radon domain, the peak appears on the cor-
responding angle. Therefore, the motion angle can be ob-
tained.

The Radon transform [8] is used to calculate the projec-
tion of the image matrix in a certain direction. For binary
images, if the integral is large in a certain direction, it is
strongly linear in that direction, i.e., this indicates the ex-
istence of segments. Unlike the Hough transform [9], the
Radon transform can show the lines in an image without
specific points in the coordinates [9]. In order to detect
the linear direction, we define:

I(x,y) = log2 (|G(u,v)|) . . . . . . . . . (5)

where (x,y) is the two-dimensional coordinates in the
space domain, (u,v) is the two-dimensional coordinates
in the frequency domain, and G(u,v) is the Fourier trans-
form of the observed image g(x,y). I(x,y) is the grayscale
image of the space domain. We then perform Radon trans-
form on Eq. (5) to obtain:

R(ρ,θ) =∫ +∞

−∞

∫ +∞

−∞
I(x,y)δ (ρ − xcosθ − y sinθ)dxdy . . (6)

The motion angle estimation of the blurred image is
shown in Fig. 3, which demonstrates the Radon transform

(a) Edge of motion blur image

motion direction
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(c) Result of Radon transform
Fig. 3. Motion angle estimation of blurred image.

of image Fig. 1(a). Fig. 3(a) is the edge of the motion
blurred image shown in Fig. 1(a), Fig. 3(b) is the Radon
transform of the Fourier spectrum, and Fig. 3(c) is the re-
sult of the Radon transform.

We use the improved Radon transform to estimate the
motion blur angle, and the algorithm is summarized as
follows:

i. In order to highlight the trajectory of the motion
blurred image, first detect the blurred image edge;
the edge detection operator should be isotropic, and
thus the Gauss-Laplace filter is used. That is, ob-
serve image g as the input image, and then detect the
image edge to obtain image BW.
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ii. F is the fast Fourier transform of image BW that is
the BW transform of the frequency domain, and ob-
tains the spectrum map.

iii. I = log(1 + abs(F)) can be obtained based on ex-
ponential F, and then the Radon transform is per-
formed.

iv. Based on the result of the transform, detect the max-
imum projection position in the x direction, namely,
the estimation of the motion blur angle.

2.3. Blur Length Estimation
In motion blurred images, blur length refers to the

width of the blur band formed by the target points
in the observed image. In this paper, we use the
cross-correlation method proposed by Bonmassar and
Schwartz [10], whose computation complexity is low.

The following Eq. (7) is used to calculate the correla-
tion between g and ĥ [11]. Where g = [g(0)g(1) . . .g(N−
1)]T is grayscale in the blur direction, ĥ is the Fourier
spectrum of PSF candidate sets.

Corr(g, ĥ) = log2(|G|)◦ log2(|Ĥ(â)|) =

∑
n

[log2(ε+|G(u)|−μG)]
[
log2(ε+|Ĥ(u)|−μĤ)

]
{
∑
n

[log2(ε+|G(u)|−μG)]2
} 1

2

·
{
∑
n

[
log2(ε+|Ĥ(u)|−μĤ

]2
} 1

2

. . . . . . . . . . . . . . . . . . . (7)

where G is the discrete Fourier transform of g; Ĥ is the
discrete Fourier transform of the candidate PSF ĥ (associ-
ated with the blur length of the candidate); ε is a small
positive constant used to avoid logarithmic equaling to
zero; ◦ refers to the cross-correlation operation; and μG
and μĤ are the mean value of |G| and |Ĥ|, respectively:

μG =
1
n

n

∑
u=1

G(u) . . . . . . . . . . . . (8)

μĤ =
1
n

n

∑
u=1

Ĥ(u) . . . . . . . . . . . . (9)

The basic idea behind determining the length using an
essential cross-correlation method is to obtain the actual
blur width on the path based on the maximum cross-
correlation. Obviously, the maximum cross correlation is
in g = [g(0)g(1) . . .g(N − 1)]T , which matches the loga-
rithmic of the Fourier spectrum of the actual value of PSF
h. In particular, the steps are as follows:

i. According to blur angle θ , choose blur center (i, j)
as the image center, and set the blur radius r (in this
paper, r = 50).

ii. Extract the pixel grayscale on each blur direction us-
ing (i, j) as the center. Use Eq. (7) to calculate the
cross-correlation of candidate PSF ĥ.

iii. When blur radius r increases, blur width âr on the
blur path increases accordingly, and the ratio be-
tween r and âr is expressed by a discrete line; the

search stops, and the current (i, j) is set as the ac-
tual blur center, with the current blur width as the
actual blur width. Otherwise, perform step iv.

iv. Choose another blur center (i, j) and repeat step ii
until the conditions in step iii are satisfied.

3. Description of Image Restoration Algorithm

Using the aforementioned method, the parameters of
the noisy motion blur images, including motion blur angle
and motion blur length, are estimated. When the motion
blur parameters are determined, Eq. (4) is used to esti-
mate PSF and set the number of iterations N of the Lucy-
Richardson algorithm [12] in order to restore the observed
images blurred by movement. After a certain number of
iterations, the blurred image is restored. The process for
the image restoration algorithm is shown in Fig. 4.

4. Results and Analysis

The evaluation criteria [13] for restored images are var-
ious. In this paper, we use the objective evaluation cri-
teria that includes Signal-to-Noise Ratio (SNR) and Peak
Signal-to-noise ratio (PSNR):

SNR = 10∗ log10

⎡
⎢⎢⎢⎢⎣

M

∑
i=1

N

∑
j=1

f (i, j)2

M

∑
i=1

N

∑
j=1

[
f (i, j)− f̂ (i, j)

]2

⎤
⎥⎥⎥⎥⎦ (10)

PSNR = 10∗ log10

⎡
⎢⎢⎢⎢⎣

2552×M×N
M

∑
i=1

N

∑
j=1

[
f (i, j)− f̂ (i, j)

]2

⎤
⎥⎥⎥⎥⎦ (11)

where M and N are the number of pixels on the image
length and width, and f (i, j) and f̂ (i, j) are the gray value
of the original image and the image being evaluated at
point (i, j).

To verify the effectiveness and reliability of our pro-
posed algorithm, some recovery experiments on noisy
motion blur images are performed on a PC (AMD Athlon
(TM) II × 4,630, 2.0 G-memory) with MATLAB 7.0 sim-
ulation software algorithm programming.

4.1. Restoration Experiment on Artificial Blurred
Images

For our experiment, we used the test images from [14].
We created a test bed that consists of standard images of
size 256×256, such as Lena, Weixing, Camera man, etc.,
degraded by different motion blur parameters. Then we
added additive Gaussian noise to these images.

In the experiment, we used the artificial blurred image
Weixing. First, we added different level noises to the orig-
inal image, as shown in Fig. 5. Fig. 5(a) is the original
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No

Yes

Input blurred image

Estimate blur angle (see algorithm in
section 2.2)

Estimate blur length (see algorithm in
section 2.3)

Estimation PSF

Set number of iterator N

Used Lucy-Richardson algorithm
for image restoration

n>N?

Obtain restored image

Fig. 4. Flowchart for image restoration algorithm.

(a) Original image, size is
256×256

(b) Motion blur image
SNR=∞ db

(c) Added Guassian noise to (b),
SNR=40 db

(d) Added Guassian noise to (b),
SNR=30 db

(e) Added Guassian noise to
(b), SNR=20 db

Fig. 5. Motion blur images.

Weixing image of size 256× 256. Its motion blurred im-
age is shown in Figs. 5(b), 5(c), 5(d), and 5(e). The actual
motion blur angle is 15◦; fuzzy length is 19 pixels; SNR =
∞ dB (noise-free). Then we added white Gaussian noise
to Fig. 5(b) with SNRs of 40 dB, 30 dB, and 20 dB, as
shown in Figs. 5(c), 5(d), and 5(e).

We test the effectiveness of fuzzy length calculation us-
ing the cross-correlation method. According to the es-
timation algorithm described in Section 2.3, we estimate
the blur angle of the image shown in Fig. 6 using the algo-
rithm described in Section 2.2 with exposure time move-
ment angle of 15◦ and the center of the image as the blur

center, then we select the blur path with a blur radius r of
70 as an example. The blur length of the path should be
as follows:

a = 1+
(∫ )

70×π × 15◦

180◦
= 19 . . . . . (12)

The cross-correlation data is obtained by Eq. (7), its max-
imum value is stable at a = 19.2. The motion blur image
restoration results applied to the images shown in Fig. 5
are shown in Fig. 6. This paper uses the Lucy-Richardson
algorithm with 100 times iterations.

It can be seen from the restored images and PSNR re-
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(a) Restored image from Fig.5 (b)

(b) Restored image from Fig.5 (c)

(c) Restored image from Fig.5 (d)

(d) Restored image from Fig.5 (e)
Fig. 6. Motion blur image restoration with different noise levels.

sults that when the noise has SNR = 30 dB, recovery us-
ing our proposed algorithm occurs relatively well. When
SNR = 20 dB, the effect of the recovery is bad. Various
PSNR values under different SNR are listed in Table 1.

We can see that, when SNR = 40 dB, the PSNR value
is 30.39; when SNR = 30 dB, the PSNR value is 27.46;
finally, when the blurred image’s SNR = 20 dB, its PSNR
value is only 16.59. Our algorithm for motion blur image
(blur + noise) demonstrates good recovery effect. Nat-
urally, in the case of a limited number of iterations, the
observed image is completely recovered when the itera-

Table 1. PSNR values under different SNRs.
Image Fig. 6(a) Fig. 6(b) Fig. 6(c) Fig. 6(d)

SNR (dB) ∞ 40 30 20
PSNR(dB) 40.73 30.39 27.46 16.59

(a) Taj Mahal motion blur image

(b) Restored image by Wiener filtering algorithm

(c) Restored image by our algorithm
Fig. 7. Restoration results of Taj Mahal motion blur image.

tion times increase, but the time required for the process
also increases.

4.2. Restoration Experiment on Naturally Blurred
Church Images

We use the previous algorithm to manage temple im-
ages captured in a natural background; the processing
results for a sample image (the Taj Mahal mosque) are
shown in Fig. 7. Fig. 7(a) is a naturally blur image,
Fig. 7(b) is the image restored by the Wiener filtering
algorithm, and Fig. 7(c) is image restored by our algo-
rithm. By comparing the noisy motion blur situation of
Figs. 7(b) and 7(c), we can see that the restoration results
of the Wiener filtering algorithm make the image edges
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Table 2. Restoration time comparison of two algorithms.

Algorithm Restoration time(s)
Wiener filtering algorithm 1.172 354

Our algorithm 0.845 822

very fuzzy, whereas the restoration effect of our algorithm
has a much clearer edge and strong noise resistance.

Table 2 lists the comparison results of the time required
by the two methods used for the image restoration of this
experiment. Through the experiment, we can see that the
image restoration algorithm proposed in this paper can
make image restoration better; meanwhile, the algorithm
has a greatly reduced restoration time. This proves that
our algorithm has the characteristics of rapidity. This al-
gorithm is processed in the frequency domain, which can
greatly save CPU costs. Compared with the other decon-
volution algorithm, ours can increase the efficiency of im-
age restoration, and it is suitable for real-time engineering
requirements.

5. Conclusion

This paper proposed a motion blur angle estimation
method based on the Radon transform, blur parame-
ter identification, and cross-correlation computing blur
length estimation method based on the movement of
cross-correlation. These methods were applied not only
to the uniform identification of blur parameters, but also
to variable-speed linear motion of the acceleration. The
restoration exercise had a strong anti-noise ability to iden-
tify high precision for blur image. The theoretical and ex-
periment results described in this paper showed that our
algorithm can execute good recovery for both artificially
and naturally (camera shake) blurred images.
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