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In this study, a method for acquiring deep level
emotion understanding is proposed to facilitate bet-
ter human-robot communication, where customized
learning knowledge of an observed agent (human or
robot) is used with the observed input information
from a Kinect sensor device. It aims to obtain agent-
dependent emotion understanding by utilizing special
customized knowledge of the agent rather than ordi-
nary surface level emotion understanding that uses
visual/acoustic/distance information without any cus-
tomized knowledge. In the experiment employing spe-
cial demonstration scenarios where a company em-
ployee’s emotion is understood by a secretary eye
robot equipped with a Kinect sensor device, it is con-
firmed that the proposed method provides deep level
emotion understanding that is different from ordinary
surface level emotion understanding. The proposal is
being planned to be applied to a part of the emotion
understanding module in the demonstration experi-
ments of an ongoing robotics research project titled
“Multi-Agent Fuzzy Atmosfield.”

Keywords: emotion understanding, human-robot com-
munication, multi agent, kinect sensor

1. Introduction

Emotion recognition has been studied in human-robot
communication using different types of devices [1]. The
devices that are more close to a human way of understand-
ing emotions are those that are based on voice, face, and
body gesture information [2, 3]. Different research stud-
ies have been carried out to make this realizable; most
of them have been based on the facial expressions from
the eyes and mouth [4]. Others include the speech [5],
gestures [6, 7], or a combination thereof [8, 9], but the
missing part from these approaches is the experience [10].

Learning from interactions and creating knowledge is
what gives humans the power to deeply understand the
emotions of each other. Human emotions are complex,
and in many situations, the emotion displayed in the face,
voice, or body gesture may not always indicate the real
or absolute emotion of the individual [3]. This raises the
need to create an algorithm to model this human ability in
order to improve human-robot communication [1].

To address and model this problem, a method for ac-
quiring deep level emotion understanding is proposed for
human-robot communication, where customized learn-
ing knowledge from communication history and a basic
knowledge base about the observed agent are utilized with
the observed visual/acoustic/depth information input. In
this proposal, the voice, facial image, and body gestures
are captured using a Kinect sensor device. Each input is
fed into a corresponding neural network to obtain a six-
dimensional [0,1] vector representing six basic emotions:
anger, disgust, happiness, fear, sadness, and surprise. The
three emotion vectors obtained are transformed into fuzzy
memberships that are to be combined with the customized
knowledge about the observed agent to create the 3D deep
emotion vector in the affinity pleasure–arousal space [11].
After the final piece of emotion information is obtained,
the knowledge about the observed agent is checked to de-
termine whether a small modification is necessary or not.

By using visual, acoustic, and depth information about
the observed agent, obtaining emotion understanding may
be possible to some extent, but it is a surface level under-
standing because facial/voice expression conveys surface
level emotion, which may sometimes be different from the
real emotion. If, however, the observer agent has enough
customized knowledge about the observed agent, then the
real emotion may be perceived by taking the situation
and the agent customized knowledge into consideration,
which is called deep level emotion understanding.

To validate the proposal, two demonstration scenarios
are created. The scenarios involve communication in a
Japanese company setting where an interaction between a
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Fig. 1. Two humans meeting for the first time. They use
general rules to learn the other’s emotion, but they start cre-
ating custom knowledge for that specific person.

human employee (observed agent) and a robot secretary
(observer agent), who is supposed to have enough cus-
tomized knowledge about the employee. The employee’s
face, voice, and body gestures are captured using a Kinect
sensor device attached to the robot secretary. The com-
munication topic is a “meeting room reservation” request
made by the employee to the secretary and is later modi-
fied because of a mistake made earlier by the employee.

The surface level emotion understanding and the pos-
sibility of deep level emotion understanding are investi-
gated by utilizing knowledge of the observed agent, which
is discussed in Section 2. A method for acquiring deep
level emotion understanding is proposed in Section 3.
Testing of demonstration scenarios to confirm the valid-
ity of the proposal is explained in Section 4.

2. Surface Level Emotion Understanding vs.
Deep Level Emotion Understanding

In a multi-agent society consisting of many humans and
many robots, studying human-robot communication is es-
sential [2], and understanding of emotions plays an espe-
cially important role. Recognizing and understanding the
emotions of human beings are easy tasks for human brains
but not for the robots [3]. To comprehend the emotion-
understanding functions of robots, consider human to hu-
man communication from a view point of emotion under-
standing. Normally, when two people are talking, they
understand the emotional state of each other by using two
senses, sight and hearing, to recognize the voice, facial
expressions, and body gestures as shown in Fig. 1. When
humans meet for the first time, they use general rules to
understand the emotions of each other, thereby creating a
first impression of one another. After knowing each other
for a long time and becoming more familiar, the observing
person starts to deeply understand the observed person’s
emotions by using the experience and acquired knowledge
that, in this case, is called customized knowledge.

Because of these human behaviors, two types of emo-
tion understanding are observed: the first is surface level
emotion understanding and the second is deep level emo-
tion understanding. Fig. 2 makes a graphical visualiza-

Fig. 2. The iceberg illustrating the complexity and levels of
emotion in the human communication.

tion of this concept by comparing human behavior to an
iceberg. On the surface level, only the physical expres-
sions and oral communication are obtained, but under the
water, the larger hidden part of the iceberg contains the
ways of thinking and feeling like perceptions, intension,
beliefs, knowledge, atmosphere, and emotions of each in-
dividual [1].

Available research on emotion recognition has been
confined to how to realize and understand human emo-
tions for a long time. Research studies have utilized dif-
ferent types of approaches of how to analyze the facial
features [4], the voice [5], and the body gestures [6, 7] de-
scribed in Fig. 1. This information is only for the surface
level understanding; it just gives an output as the emotion.
Another problem with using the surface level emotions is
that the same method and parameters are used for every
person who interacts with the system.

This is similar to what people do when meeting for the
first time, but this approach is always general and will
never improve. On the other hand, people are different,
and each person has a different way of expressing them-
selves. In addition, after some interaction, humans start
to understand and know the specific way of how the other
person expresses themselves, even predicting what the re-
action will be to a situation. This is deep level under-
standing. That is what the proposed method is trying to
simulate: a human way of understanding the emotions
and learning and knowing what characterizes a person and
their unique way of expressing themselves.

3. Deep Level Emotion Understanding
Utilizing Customized Knowledge of the
Observed Agent

As described in Section 2, the idea of creating a deep
level emotion understanding is based on the utilization
of customized knowledge in the interaction between two
agents, the observer and the observed. This information
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Fig. 3. Deep level emotion understanding method diagram.

is updated and tuned with each interaction until it reaches
the level of a “well-known” observed agent, at which tech-
nically no changes to the customized knowledge will be
needed anymore for that observed agent. The diagram of
the proposed three-step method is presented in Fig. 3. The
first step is the surface information acquisition consisting
of three engines: the voice emotion extraction, the face
emotion extraction, and the body gesture emotion extrac-
tion. The second step is the combination method, where
the surface emotions and the customized knowledge are
used to calculate the deep emotion. The third step is the
visualization and graphics where the final results are re-
covered.

The steps to obtain the deep level understanding in-
volve obtaining data from the Kinect inputs from the
acoustic and visual sources. To extract the voice emotion
energy entropy, the short time energy, spectral roll off,
spectral centroid, and spectral flux features are used. To
extract the face emotion, the lower eyebrow, raiser eye-
brow, upper lip, lip corners depressor, lip stretcher, and
lower jaw features are used. To extract the body ges-
tures emotion, the head, hand, elbow, and shoulder fea-
tures are used. Each input feature is fed into the cor-
responding neural network to obtain a six-dimensional
[0,1] vector representing six basic emotions: anger, dis-
gust, happiness, fear, sadness, and surprise [8–10], which
represent the surface emotion labels for the surface level
emotions. Those values are fuzzyfied and combined with
the customized knowledge using MAX-MIN, weight, and
shift values. The output is an affinity pleasure–arousal 3D
vector and represents the deep level emotion. The deep
level emotion is displayed in the affinity pleasure–arousal
space [11]. Afterwards, the method starts the feedback
process to create/update the customized knowledge if it is
necessary. The customized knowledge is a type of profile
for a specific observed agent, and it is created at the first
interaction.

The customized knowledge is constructed in an XML
file with the identification information that consists of
the collection of specific data for each different observed
agent. The customized knowledge on the observed agent
is stored in the observer agent and is based on the ob-
server agent’s experience and acquired knowledge. It may
consist of the type of person, neutral state, key words,
key faces, key gestures, situation, time, place, etc. Us-

Fig. 4. Fuzzy deep emotion combination algorithm diagram.

ing the customized knowledge, the weight and shift values
are calculated and implemented in the fuzzy deep com-
bination algorithm. The shift values are determined by
the neutral emotion state and are expressed by a triplet
(sv1, sv2, sv3) in an emotion space [−1,1]3. The shift val-
ues are given by the average of the emotion outputs of
the system of the observed agent, where the neutral emo-
tion state is obtained after carrying out multiple measure-
ments of the emotion of the observed agent in a neutral
state (normal behavior). The average values are saved
in the customized knowledge. For example, if a per-
son had a high tone of voice, the voice emotion will
show high arousal and less affinity. The weight values
(w1,w2,w3), where w1 + w2 + w3 = 1, the adaptation of
the algorithm to the specific agent’s manner of emotion
communication. A human usually uses one main chan-
nel (voice, face, or body gestures) to show their emotions.
The channel used depends generally on the ethnicity or re-
gions [12, 13]. For example, Asian/Japanese people tend
to use their voices more to communicate their emotions,
while European/Italian people use body gestures more.
The weight values are given by the designer step by step
based on the profile of the observed agent. For example,
in the experiment of the Japanese observed agent, more
priority is assumed and assigned to voice. Fig. 4 shows
the fuzzy deep emotion combination function where the
deep knowledge is being used.

All emotions are represented in the affinity pleasure–
arousal space as

E =
(
ea f f inity,epleasure,earousal

)
∀ea f f inity,epleasure,earousal ∈ [−1,1]3 , . (1)

where E is the emotion state, and ea f f inity, epleasure,
and earousal are the attributes for “Affinity–No-affinity,”
“Pleasure–Displeasure,” and “Arousal–Sleep” axes, re-
spectively. Each surface level emotion is transformed
from one of the six basic emotions to a point in the affinity
pleasure–arousal space expressed by Eq. (1). In the case
of the surface emotions, the SEL (surface emotion labels)
from each three-layered feed forward neural network, i.e.,
6 inputs and 6 outputs for the face, 6 inputs and 6 outputs
for the voice, and 12 inputs and 6 outputs for the body
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Fig. 5. Affinity axis membership functions for the surface
emotion labels.

gesture, are expressed by 6 binary vectors as

SEL = {angry,disgust,happyness, fear,sadness,surprise}
∈ {0,1}6 , . . . . . . . . . . . . (2)

where the elements of the SEL are binary emotion labels
(anger, disgust, happiness, fear, sadness, and surprise). In
the proposed method, there are three SEL labels from the
face, voice, and gesture. In the fuzzification process, each
SEL label is converted to SE (surface emotion) in the 3D
space of affinity pleasure–arousal. This conversion is car-
ried out using fuzzy sets to represent each emotion based
on a cross-cultural circumplex [14, 15] by the membership
functions µ(*) as

SE = µ (SEL)

=
(
sea f ,sepl,sear

) ∈ [−1,1]3 , . . . . . (3)

where sea f , sepl , and sear are the surface emotion affinity,
surface emotion pleasure, and surface emotion arousal,
respectively. The membership functions as shown in
Figs. 5–7 are used to calculate the surface emotion val-
ues.

In the fuzzy deep emotion combination process, each
value of the DE (deep emotion) vector is calculated with
the SE from each device n as

DEa f =

∫
a f max

n∈N

(
wnsea f n

)
da f

∫
max
n∈N

(
wnsea f n

)
da f

+ sva f , . (4)

where af is a variable of the affinity axis, n is one device
out of all the devices N, wn is the weight value for the
specific input based on the customized knowledge, sea f n
is the membership in the affinity axis, and sva f is the shift
value for the affinity axis;

DEpl =

∫
pl max

n∈N

(
wnsepln

)
d pl

∫
max
n∈N

(
wnsepln

)
d pl

+ svpl, . . (5)

where pl is the variable of the pleasure axis, n is one de-

Fig. 6. Pleasure axis membership functions for the surface
emotion labels.

Fig. 7. Arousal axis membership functions for the surface
emotion labels.

vice out of all the devices N,wn is the weight value for
the specific input, sepln is the membership in the pleasure
axis, and svpl is the shift value for the pleasure axis; and

DEar =

∫
ar max

n∈N
(wnsearn)dar

∫
max
n∈N

(wnsearn)dar
+ svar, . . (6)

where ar is the variable of the arousal axis, n is one device
out of all the devices N,wn is the weight value for the
specific input, searn is the membership in the arousal axis,
and svar is the shift value for the arousal axis.

In Eqs. (4)–(6), the components from the surface emo-
tion from each neural network are multiplied by the
weight value (wn) depending on the customized knowl-
edge, the max value of components is detected, each cen-
troid is calculated, and, finally, the corresponding shift
value is applied based on customized knowledge.

The resulting values in Eqs. (4)–(6) are the components
of the deep emotion affinity pleasure–arousal space axes.
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Fig. 8. Representation of deep emotion output where the
distorted cone and the centroid of the emotion are shown.

Fig. 9. Scenario consisting of a secretary robot (observer
agent) and human employee (observed agent).

Also, the standard deviation between the surface emo-
tions is calculated to create a distorted cone to show where
the deep emotion is located. The emotion centroid (deep
emotion) and standard deviation are plotted in the affinity
pleasure–arousal space, as shown in Fig. 8.

4. Demonstration Scenarios for Human-Robot
Communication

Two demonstration scenes are created to validate the
proposed method. Therein, communication between a
human employee (observed agent) and a robot secretary
(emotion observer) in a Japanese company setting is sim-
ulated as shown in Fig. 9.

The employee’s face, voice, and body gesture are cap-
tured by a Kinect sensor device attached to the robot sec-
retary. The topic is a “meeting room reservation,” where
a reservation made by the employee is subsequently mod-
ified because of a mistake made in the earlier reservation.
A script is created and recorded in Japanese language, and
the translated version of the script in English is presented
in Table 1.

In this scenario, it is assumed that the secretary robot

Table 1. Script of the simulated interaction titled “a routine
of beloved employee,” where a meeting room reservation
conversation between an employee and the secretary (robot)
took place.

Scene 1:
Employee: Are you busy?
Secretary: No, would you like to reserve a room?
Employee: Is the meeting room for 10 people vacant at 3 o’clock
this Thursday?
Secretary: They are available from 15:30.
Employee: Great. A quiet room is preferable.
Secretary: How about the regular conference room on the 17th
floor?
Employee: Sounds good! It’s for a remote conference with the
branch office, please reserve it until 17 o’clock.
Secretary: In addition, I will reserve the video conference system,
too.
Employee: Thanks!
Secretary: You are welcome. Good luck.
Change of Scene:
The employee later realizes his mistake after a conversation with
his manager. The employee goes back to the secretary room to
change the date of the earlier reservation.
Scene 2:
Employee: Are you busy now?
Secretary: Go ahead!
Employee: Excuse me, I want to change the meeting with the
branch office to next Thursday.
Secretary: Sure! I will check it now.
Employee: Yes, please.
Secretary: For next Thursday, all the conference rooms on 17th
floor have been scheduled already. How about the 11th floor
conference room?
Employee: Great. I feel relieved.
Secretary: I will also update the reservation of the remote con-
ference system.
Employee: Thank you very much.
Secretary: You’re always welcome.

and the employee have already known each other for a
long time, meaning that the customized knowledge about
the employee has already been checked, adjusted, and up-
dated. In Scene 1, the observer agent senses the normal
behavior of the employee and understands the importance
of the meeting and assigns the necessary priority. In Scene
2, the secretary robot is able to deeply understand the
emotions of the employee and then uses more adequate
words to try to calm the observed agent.

To capture the inputs for the proposed method, a Kinect
motion sensor device is used. The Kinect sensor has dif-
ferent libraries that perform the detection and extraction
with enough precision/speed [16]. To capture and record
the audio, the Audio library is used, for the facial features,
the Face Tracking library is used, and the Skeletal Track-
ing library is used to obtain the information of the head
and the upper extremities [17]. Fig. 10 shows the out-
put image of the Kinect sensor of the Skeleton and Face
Tracking in the center.

Each of the three emotion extraction engines is cre-
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Fig. 10. Output from Kinect sensor device to be analyzed.

Fig. 11. Some of the participants of the Kinect emotion
dataset created for the project.

ated and trained separately; also, the programming exper-
iments are divided into two parts. The coding to process
the video and depth information is generated in Visual
Studio 2012 using C# language, and the audio input is
processed using the Audio Analysis Tool of MATLAB.

To train the three neural networks, two different
datasets are used. One dataset containing the depth and
video information (created originally for this project) con-
sists of 10 people showing the six different basic emo-
tions in front of the Kinect sensor twice. Samples of the
records created using Kinect Studio v1.7.0 to make a total
of 120 inputs are shown in Fig. 11. The second dataset
used for the voice train is the Berlin Database of Emotion
Speech [18], which consists of 10 different people show-
ing six basic emotions plus a neutral voice multiple times,
making a total of 535 audio voice files.

Three different feed forward neural networks are used
to obtain the emotion for the face, body gesture and voice.
The configuration for the face neural network consists of 6
nodes as inputs, 18 nodes in the hidden layer, and 6 nodes
as outputs, which achieves 75.5% accuracy. Using the
Kinect sensor makes it possible to recognize and process
the skeleton of the people using a support vector machine,
thus detecting the position of the human body extremities
and head. The body skeleton values outputs are directly
input for the gesture neural network. The gesture neural

Fig. 12. Affinity pleasure–arousal space showing the sur-
face outputs.

network consists of 12 inputs nodes, 22 nodes in the hid-
den layer, and 6 nodes in the outputs layer with an accu-
racy of 85.0%. The emotion from the voice is processed
in the voice neural network, a configuration that consisted
of 6 nodes as inputs, 20 nodes in the hidden layer, and 6
nodes as the outputs, achieving 76.9% accuracy.

After the surface emotion is calculated, the three 6D
emotion vectors are transformed to membership functions
for each of the axis values (affinity, pleasure, and arousal)
and combined based on the properties of the observed
agent and the situation information. This combination
is formed firstly by using the type of person who gives
more weight to the stronger channel of emotion commu-
nication; the observed situation information is then taken
into consideration. These values are combined in a fuzzy-
based algorithm with the surface emotion vectors to ob-
tain the deep level emotion 3D vector. The deep emo-
tion vector is displayed in the affinity pleasure–arousal
space [11].

The surface emotion outputs from the voice, face, and
body gesture are different, and Fig. 12 shows an example
of them after transformation along the affinity pleasure–
arousal space axes.

The resultant emotions in the experiment still do not
closely match the results described in a survey adminis-
tered to Japanese people based on similar scenarios about
observed agent emotion. However, the results give a good
approximation of the emotion described by the observed
agent. The results obtained by the system are better than
those given by people who are not familiar with the ob-
served agent. An example of the resulting deep emotion is
shown in Fig. 13, where all the surface emotions and cus-
tomized knowledge are combined. Figs. 14–16 show the
comparison of the centroid of the deep level emotion (dot
line), centroid of the surface level emotion (double line),
and the emotion reported from the observed agent (solid
line). The emotion reported from the observed agent is
closer to the deep emotion centroid than to the surface
emotions.

The mean square errors are calculated for the three dif-
ferent axes to compare the deep level emotion with sur-
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Fig. 13. Affinity pleasure–arousal space showing the deep
level emotion centroid and the standard deviation cone.

face level emotion. The values (0.0805, 0.086, 0.0396)
are the mean square error values for the deep level emo-
tion, and (0.111, 0.257, 0.056) are for the surface emotion.
The error for the deep level emotion is smaller than that
for the surface level emotion.

The experimental environment consists of a computer
with a 32-bit Intel R© Core TMi7-2600 CPU 3.40 GHz
processor, 4 GB RAM, and a Kinect sensor device for
Windows model 1517. For the software requirements,
a computing device equipped with Microsoft Operating
system Windows 7 Enterprise, a MATLAB environment
with Neural Network Toolbox and Audio Analysis Li-
brary installation, Microsoft Visual Studio Express 2012
for Windows Desktop Version, and 11.0.60315.01 Update
2 for coding for the Kinect sensor were used.

5. Conclusions

A deep level emotion understanding method is pro-
posed for human-robot communication to handle the com-
plex and individual way that every human expresses their
emotions. In the experiment, the inputs are captured by a
Kinect sensor and processed in three neural networks to
obtain the surface level emotions. Then the surface emo-
tions and customized knowledge are combined in a “fuzzy
deep emotion” algorithm to obtain the deep level emotion.

In the experiment, the customized knowledge is intro-
duced as the feature necessary to achieve a deep level
emotion understanding for realizing smooth communica-
tion between an observed agent (human employee) and
an observer agent (robot secretary). In the demonstration
scenario, there exist two interactions, i.e., in the first in-
teraction, using the customized knowledge about the em-
ployee and the employee’s situation information, the sec-
retary (robot) makes a meeting room reservation for the
human employee based on an understanding of the em-
ployee’s emotions in a normal state. Subsequently, in the
second interaction, at the request of the employee, the
secretary (robot) changes the earlier meeting room reser-

Fig. 14. Comparison between the deep emotion, surface
emotion, and the observed reported emotion in affinity axis.

Fig. 15. Comparison between the deep emotion, surface
emotion, and the observed reported emotion in pleasure axis.

Fig. 16. Comparison between the deep emotion, surface
emotion, and the observed reported emotion in arousal axis.

vation schedule by understanding the employee’s mis-
take and giving sympathized thoughtfulness to the em-
ployee. The secretary (robot) understands the change in
the emotional state of the employee between the first and
second interactions by applying the knowledge about the
employee to the observed surface level information from
the Kinect sensor device. This confirms that the pro-
posed method can assist in deriving the deep emotion
from the surface emotion in combination with the cus-
tomized knowledge. The mean square errors of (0.0805,
0.086, 0.0396) show a closer relation between the real re-
ported emotion and the deep level emotion.

The proposed method is being planned to be applied
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to an emotion understanding module in the demonstra-
tion experiments of authors’ ongoing robotics research
project titled “Multi-Agent Fuzzy Atmosfield” [19]. For
the project, the script titled “a routine of beloved em-
ployee” that will be performed by five humans (employee,
manager, colleague A, bar new guest, and employee’s
wife) and five robots (secretary, colleague B, bar lady,
PARO, and a kid) is being pursued. It is important to
mention the perceived necessity of systems that can learn
from normal interactions with humans and improve their
reaction based on that acquired knowledge to achieve the
maximum adaption and personalization.

In future direction, the need to 1) add more features to
the customized knowledge and 2) improve an identifica-
tion system to implement the right customized knowledge
to the right person will require attention. Similarly, utiliz-
ing pattern recognition to create a new input for the sys-
tem to handle the quick and fast gestures during conver-
sations could improve emotion understanding in human-
computer communication.
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