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We propose an interactive facial expression model us-
ing the Simple Recurrent Network (SRN) for achiev-
ing interactions through facial expressions between
robots and human beings. The proposed model counts
humans in the root system as receivers of facial expres-
sions to achieve a dynamic system bi-directionally af-
fecting humans and robots. Robots typically generate
only static changes in facial expression using motion
files, so they seem bored, unnatural, and strange to
their users. We use interactions between robots and
people to diversity the inputs of robots and use emo-
tional state transitions of robots to reduce uniformities
in output facial expressions. This paper discusses a dy-
namic system that causes the proposed model to learn
emotional facial expressions based on those of humans.
Next, we regard internal states generated by the pro-
posed model as virtual emotions and show that mixed
emotions can be expressed by users’ inputs from the
virtual emotional space. Moreover, based on the re-
sults of a questionnaire, we see that facial expressions
adopted in the virtual emotional space of the proposed
model received high rates of approval from the users.

Keywords: human-robot interaction, simple recurrent
network, facial expression, emotion, Ifbot

1. Introduction

Robots are required to have human-like communica-
tion channels or interfaces to allow them to live together
with people. In addition, they must now have not only
physical interactions but also kansei for interactions with
people. That is, psychological interactions, such as un-
derstanding others’ emotions, creating harmony, and en-
joying communication itself, are necessary in addition to
interfaces for the robots to accurately understand instruc-
tions given by human beings. In particular, expressions
(emotions and affect visible in appearance and gestures)
are significant for robots to be amusing. The study fo-
cuses on the facial expressions of robots as a medium of
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Fig. 1. Communication between Ifbot and a human subject.

communication and as a mechanism to convey emotions.

Robots that closely resemble people in appearance,
such as Repliee [1] and SAYA [2], are designed to repro-
duce fine movements that we are normally unconscious of
and use Action Units (AU) that formulate facial muscle
movements to generate facial expressions similar to those
of human beings. Thus, they successfully avoid mak-
ing unnatural impressions. However, a robot named Ifbot
(Fig. 1) [3], which we developed, has a cartoonlike facial
structure with an emphasis on amusement, unlike that of
a human being, so we cannot use AU and some methods
to achieve controls to resemble the expressions of human
beings. We have therefore discussed neural-network fa-
cial expression methods to control facial expressions of
Ifbot [4-6]. Gotoh et al. [6] propose a facial expres-
sion model for Ifbot in which the emotional space two-
dimensionally compressed by an auto-associative neural
network is built and used to set weak regions and strong
regions of emotions corresponding to subjective human
views. An output facial expression is determined by des-
ignating coordinate points in the emotional space. Various
facial expressions can therefore be generated correspond-
ing to learned facial expressions. However, facial expres-
sions are generated by determining and transiting coor-
dinate points using some emotion control. Our previous
researches were limited to a close, static correspondence
between emotions and behaviors (facial expressions) in
robots. In other words, real people, the receivers of the
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facial expressions, were excluded from the robot system.
We include continuous interactions with users in the sys-
tem so as to propose a facial expression model of a dy-
namic system that affects bi-directionally both people and
robots.

Human behaviors are diverse, so less-varied, uniform
robot facial expressions seem unnatural, strange, and bor-
ing to human beings. People perceive environmental stim-
uli, generate emotional states, and express emotions. The
expressions are externally output and change the environ-
ment. The next stimulus is then perceived, and a past in-
ternal state affects the current emotion forming. Based on
people’s facial expressions of emotion, the study intends
to increase the types of facial expressions from the user’s
input timing and past internal states to generate various
natural facial expressions and to add kansei information
to interactions with robots. We propose a facial expres-
sion generation model using the Simple Recurrent Net-
work (SRN) [7,8] so as to achieve a dynamic system in
facial expressions. Since the SRN is a neural network that
gives outputs depending on past state transitions, it is suit-
able for the facial expression generation of robots. In this
paper, we implement a proposed model in a kansei robot,
Ifbot, and evaluate the interaction between Ifbot and the
user to verify the effectiveness of the proposed model as
a dynamic system.

This paper includes discussions as follows. Section 2
includes an outline of the facial expression mechanism of
Ifbot. Section 3 includes the proposed facial expression
model that uses the SRN. Section 4 includes implementa-
tion in Ifbot and control. Section 5 includes an example
of facial expressions of the proposed model and a quali-
tative evaluation of facial expressions using virtual emo-
tions. Section 6 includes a quantitative evaluation exper-
iment to compare the proposed model with conventional
facial expressions and shows the effectiveness of the pro-
posed model.

2. Facial Expression Mechanism of Ifbot

Ifbot is 45 cm tall and weighs 9.5 kg. It has two arms
and moves on wheels. Ifbot can express emotions through
cartoonlike, exaggerated, elaborate facial expressions. It
has ten motors in its head so that its neck, eyes, and eye-
lids can move in two axial directions. It uses 104 LEDs in
its top of the head, mouth, eyes, cheeks, and tears to gen-
erate facial expressions together with color information.
Fig. 2 shows the facial expression mechanism of Ifbot.
The facial expression control of Ifbot has the following
15 parameters.

L L R R L L
S = (6n1,6N2, Gél),eé;, 9;1),922), OL(I), GL(Z),
0% 0% Ly Ly, Le.Le.Lr)', . (1)

where, 0" denotes the angle value of the motor and L. de-
notes the coloration control information value of the LED.
These mechanisms allow Ifbot to communicate using rich
facial expressions.
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Motor:
neck = 0Oun,0n
eye = 01),08,00,08
eyelid = 07,01%,0,0%
LED:

head = L, (orange, green, red)
mouth = L, (orange)

eye = Ly (green, red, blue)
cheek = Lc (red)

tear = Lr (blue)

Fig. 2. Expression mechanisms of Ifbot.

3. Interactive Facial Expression Model

A general facial expression of a face robot is enabled
by reading an elaborate facial expression file (motion file)
corresponding to an emotion when the emotion occurs
and by reproducing the file. This is a so-called static fa-
cial expression that results in generating the same number
of expressions no matter how the user interacts with the
robot. Even if the number of motion files is increased,
patterned facial expressions may bore the users or make
them feel the expressions are strange and unnatural.

This paper therefore proposes an interactive facial ex-
pression model in which a robot perceives a stimulus, gen-
erates an emotion, and, as a reaction of the stimulus, gen-
erates a facial expression. The neural network is useful to
handle stimulus and a facial expression control value of
the robot, i.e., data that are different in quality [9]. Fur-
thermore, the neural network has a generalization abil-
ity that enables flexible responses even to unknown input
data. If, like a human, a robot is affected by its current
and past psychological states, changes its emotions, and
generates facial expressions, temporal changes need to be
considered. However, a general multilayer neural network
can not handle time series data. We therefore adopt the
Simple Recurrent Network (SRN) [7], which gives out-
puts depending on past state transitions, as a facial ex-
pression model.

3.1. Simple Recurrent Network

The SRN (Simple Recurrent Network) (Fig. 3) has a
structure in which a context layer is added in between
an input layer and a hidden layer of a multilayer neural
network. The numbers of units of the context layer and
the hidden layer are the same, and the units of the hidden
layer and those of the context layer correspond one-to-
one. In the SRN, the connection weight from the hidden
layer to the context layer is fixed to 1, so information of
the context layer at a certain period of time reflects in-
formation of a past hidden layer. Information stored in
the context layer is input again to the hidden layer with
the input of the next period of time. Thus, time series
data can be processed by adding the context layer, inter-
nal feedback.
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Fig. 3. Simple recurrent network.
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Fig. 4. Proposed interactive facial expression model.

3.2. Facial Expression Model Using SRN

A facial expression model using the SRN is shown in
Fig. 4. In a normal multilayer neural network, the hidden
layer is an internal expression for mapping an input at a
certain period of time to an output. On the other hand, as-
suming that an input is a stimulus and an output is a facial
expression, we can consider that in the SRN the hidden
layer and the context layer express “emotions,” which out-
put a facial expression in consideration of a past stimulus
change. Through appropriate learning using the model, it
is possible to change the emotions of the robot from past
information stored in the context layer and generate fa-
cial expressions. Learning is performed in the model by
mapping an input stimulus and an output facial expres-
sion. That is, to a stimulus, the robot needs to repeatedly
learn what behavior (facial expression) to generate. This
means a mapping of a stimulus and a facial expression by
network learning.

In general, stimuli and facial expressions are mapped
by building a mapping relationship between a stimulus
and an emotion before connecting the emotion and the
facial expression. However, emotional facial expressions
are behaviors useful to release or satisfy a sense or a de-
sire and believed to have been acquired by habitual prac-
tices. For instance, the self-protection posture of a cat
was originally a behavior developed to protect its ears
from being bitten by another cat while fighting and thus
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Happiness

Fig. 5. Teaching data.

used in threatening situations “as a habit” [10]. There-
fore, the generation of emotions of a robot requires a sort
of habit. That is, a robot has to repeatedly learn what be-
havior (facial expression) to generate for a stimulus. This
is to map stimuli and facial expressions through the learn-
ing of the network. However, when the learning of the
SRN converges, the robot only stores the relation of cor-
respondence between the learned emotions and facial ex-
pressions and reacts uniformly. However, after the robot
uses the model through interactions with the users, an in-
put timing and an input value to the input layer are differ-
ent from those while learning. Therefore, the value of the
context layer is diversified and the uniformity of the facial
expressions output is expected to decrease.

In the model, since the network can learn time-series
patterns, a facial expression transition when a stimulus is
input can be generated based on the internal state change
of the network. Also, the generalization ability and the in-
ner feedback of the neural network enable various mixed
emotions' to be synthesized depending on the input tim-
ing of a stimulus. That is, the model uses a pseudo emo-
tion built by the hidden layer and the context layer and
based on the learning so as to interpolate the next facial
expression from the past emotion change and generate the
facial expression. Thus, diversity is expected in its inter-
actions with people.

Figure 5 shows teaching signals used for the learning.
For the teaching signals, we used four time-series facial
expression data that were prepared in advance: anger, sad-
ness, surprise, and happiness. There are four units in the
input layer, 25 in the hidden layer, 25 in the context layer,
and 15 in the output layer of the network.

1. Ekman states that facial expressions rarely show a single emotion at any
moment and usually show two or more emotions, and he calls them
“blended emotions” [11]. Facial expressions indicating “blended emo-
tions” are normally seen on people’s faces in daily life and are called
“mixed emotions.”
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Fig. 6. Evaluation system using Ifbot.

4. Building Evaluation System

4.1. Structure of Evaluation System

We built an evaluation system to confirm the effective-
ness of the proposed model. Fig. 6 shows the evaluation
system using Ifbot.

In the system, when the user gives the robot a stimulus
that generates an emotion at arbitrary timing, the robot
generates a facial expression in response to the stimu-
lus. We selected four emotions, anger, sadness, surprise,
and happiness, as a stimulus from among six basic emo-
tions [11]. Colored buttons displayed on the monitor in
the figure are the input interface that gives the robot a
stimulus. The red button corresponds to a stimulus of
anger (Anger, Ang), the blue to sadness (Sadness, Sad),
the cyan to surprise (Surprise, Sup), and the green to hap-
piness (Happiness, Hap). In the experiment, since the
facial expression is focused, stimuli and emotions simply
correspond one-to-one to make the effect of the proposed
model itself clear. The inputs to the system are monitored
at intervals of 1 sec. When the user clicks on any of the
buttons with the mouse, 1 is input to a unit corresponding
to the input layer of the SRN, and, when there is no input,
0 is input. For example, when the anger button is clicked,
(Ang,Sad,Sup,Hap)= (1,0,0,0) is input to the network.

Figure 5 shows teaching signals used for the learning.
For the teaching signals, we used four time-series facial
expression data that were prepared in advance: anger, sad-
ness, surprise, and happiness. There are four units in the
input layer, 25 in the hidden layer, 25 in the context layer,
and 15 in the output layer of the network.

4.2. Learning of Robot

We believe that the character of the robot can be de-
fined by varying the correspondence of a stimulus and a
facial expression through learning. The paper discusses
the implementation of two robots (Proposed Robot A and
Proposed Robot B) whose characters are defined by giv-
ing different teaching signals. The learning procedure of
the proposed model will now be explained.

Proposed Robot A —

Proposed Robot A is a robot which generates an

emotional facial expression corresponding to a stimulus
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Teaching
data (face)

Teaching
data (face)

anger @0 11(00000000 Anger

0j1f11111111
sadness @0 (0|00000000 Sadness 0(0joooo0000
suprise (30 {0 {00000000 Surprise 0(0j00000000

Happiness Happiness

010/00000000 010/00000000

Input Input
(Stimuli) (Stimuli)

Fig. 7. Learning of Pro-
posed Robot A.

Fig. 8. Learning of Pro-
posed Robot B.

shortly after the stimulus is input. That is, the leftmost
facial expression is generated when a stimulus is input
(Fig. 5). Fig. 7 shows the learning method of Proposed
Robot A. The figure shows the correspondence between
an input (stimulus) and a teaching signal (facial expres-
sion) for the learning of an emotional facial expression
(anger in the figure). As an input, during time r = 1 sec,
1 is given to units of the input layer corresponding to the
stimulus, and, during time ¢ = 2 to 10 sec, the value of 0
is given as there is no stimulus. In addition, a facial ex-
pression change in the direction of the right arrow (Fig. 5)
is given as the teaching signal so that the robot can learn.
As a result, the proposed model can learn to generate an
emotional facial expression shortly after a stimulus is in-
put. In the above manner, we caused the robot to learn all
four emotions.

Proposed Robot B —

Proposed Robot B is a robot which gradually gener-
ates facial expressions of emotion as stimuli are contin-
uously input. Fig. 8 shows the learning method of Pro-
posed Robot B. As an input, 1 is given to units of the in-
put layer corresponding to the stimulus continuously after
time ¢ = 1 sec, and, a facial expression change in the di-
rection of the left arrow (Fig. 5) is given as the teaching
signal so that the robot can learn. As a result, the pro-
posed model can learn to generate an emotional facial ex-
pression shortly after many stimuli are input. In the above
manner, we caused the robot to learn all four emotions.

5. Evaluation of Facial Expressions by Virtual
Emotion

The proposed model causes the network to learn the
correspondence between a stimulus and a facial expres-
sion, and, when the learning is converged, it simply gener-
ates only the learned time-series facial expression. How-
ever, by inputting unlearned input series coming from the
user, the proposed model can generate facial expressions
of the robot from the input and the internal state. We have
to verify how the internal state of the network changes
and generates the facial expressions. Here, as described
in Section 3, since the hidden layer corresponds to the in-
ternal expression of the facial expression to be output in
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Table 1. Test data.

Test data 1 (ANNNNNNNNN)
Test data 2 (o oA of oA of of of of o o)
Test data 3 (ASNNNNNNNAN
Test data 4 (AAASNNNNNAN)
Test data 5 (AAAAAS S S S S )

o : (Ang,Sad,Sup,Hap)= (1,0,0,0) - Anger.
7 (Ang,Sad,Sup,Hap) = (0,1,0,0) - Sadness.
N i (Ang,Sad,Sup,Hap) = (0,0,0,0) - No stimulus.

the output layer, the hidden layer and the context layer of
the proposed model can be regarded as pseudo emotions.

In this section, we analyze the hidden layer, which is
the internal state of the proposed model, so that facial ex-
pressions are performed according to the learned charac-
ter definition, and we confirm whether a facial expression
with the change in an appropriate emotion is performed
when an unlearned input series is input.

5.1. Evaluation Method

We analyze an internal state vector H(¢) of the hidden
layer units at time ¢ and evaluate H(¢) by visualizing it in
a two-dimensional space.

First, we assume a set A" = {HA"(1)|t = 0,...,9}
of an internal state vector when a teaching signal of anger
is input to the learned proposed model. Similarly, we as-
sume 5%, 775" and 71 perform a principal com-
ponent analysis to J# = A U 75 U 54 U s Hep
and build a two-dimensional space using the resultant first
and second principal components. This is referred to as a
“virtual emotional space.” The space structure represents
the robot emotion characteristics or the robot character
definition. Next, the state of the hidden layer when a test
pattern is input is mapped in the virtual emotional space
so that an internal state change when the unlearned input
series is input to the network can be evaluated.

Test data used for the evaluation are shown in Table 1.
The test data show the inputs in time order. The <7 indi-
cates an input to anger, .# indicates an input to sadness,
and ./ indicates the absence of input. For example, test
data 3 indicate that the user inputs sadness right after in-
putting anger into the robot and inputs nothing afterwards.

5.2. Evaluation Results

Figures 9 and 10 show the virtual emotional space for
each robot. They are graphs in which the principal com-
ponent analysis results of H are plotted. The trajectories
of anger, sadness, surprise, and happiness in the figure
are graphs of Ang - gpSad - gpHap and ppSup respec-
tively, and they indicate transitions in the internal states
of the virtual emotional space. The coordinate point O
is of calm (neutral), around which the trajectory is drawn
and distributed for each of the emotions.

In the virtual emotional space, the distance from O rep-
resents the strength of the emotions. For instance, in the
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Fig. 9. Virtual emotional space of Proposed Robot A.
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Fig. 10. Virtual emotional space of Proposed Robot B.

virtual emotional space of Fig. 9, the coordinate point,
which constitutes a trajectory right after a stimulus is in-
put, is located farther from O and results in the greatest
change of emotion at the farthest coordinate point (a robot
facial expression corresponding to each coordinate point
is nearly identical to the facial expression transition of the
teaching data). Since there is no input after that, the co-
ordinate point returns to near O. Similarly, in the virtual
emotional space of Fig. 10, the input series when learning
is continuously input so that the trajectory radiates from
O and results in the greatest change of emotion at the last
stimulus input. Thus, the space built acquires a structure
that reflects the learning of each robot. Now, we show
change in the internal state and corresponding facial ex-
pressions when test data is input to each robot and confirm
whether it is an appropriate facial expression change ac-
cording to the learning.

5.2.1. Proposed Robot A

Since test data 1 is of an input series of anger when
learning, it draws a trajectory of the anger in the virtual
emotional space of Fig. 9. Figs. 11 and 12 show the re-
sults and facial expression changes when test data (except
test data 1) is input.
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Fig. 11. Mapping results in Proposed Robot A.
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(d) Test data 5
Fig. 12. Facial expressions using Proposed Robot A.
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Fig. 13. Mapping results in Proposed Robot B.

Test data 2 —

The trajectory starts from the coordinate point O of
calm, passes through the anger region, and shows no
change at the coordinate point p (Fig. 11(a)). Al-
though at this time the robot generates the facial ex-
pression of anger since the stimulus was input, after
this point in time it gets angrier (Fig. 12(a)).

Test data 3 —

.7 is input right after <7 is input. As a result,
in the virtual emotional space, the trajectory passes
through the space between the anger region and the
sadness region and returns to calm (Fig. 11(b)). With
the trajectory transition, the robot generates a mixed
emotion of anger and sadness (Fig. 12(b)). This
characteristic facial expression is not included in the
teaching signal, and the proposed model can easily
generate such a facial expression from the virtual
emotional space.

Test data 4 —

.7 is input once right after .o is input three times.
The trajectory drawn in the emotional space does not
pass through the sadness region. Instead, it closes in
the anger region (Fig. 11(c)). The facial expression
generated at this time does not include a facial ex-
pression of sadness (Fig. 12(c)). This indicates that
the emotion does not change even if a little sadness
is added in a state where the anger has grown due to

Journal of Advanced Computational Intelligence

a multitude of stimuli and reflects the character defi-
nition by learning.

Test data 5 —

Unlike test data 4, .% is continuously input after
&7 is continuously input so that the trajectory tran-
sits to the sadness region (Fig. 11(d)). This indi-
cates that a multitude of sadness stimuli cause the
emotion to shift towards sadness even if the inter-
nal state of anger has accumulated. At this time,
the facial expression gradually changes to the sad-
ness (Fig. 12(d)).

5.2.2. Proposed Robot B

Since the test data 2 is of the input series of anger when
learning, it draws a trajectory of the anger in the emotional
space of Fig. 10. Figs. 13 and 14 show results and facial
expression changes when test data (except test data 2) are
input.

o Testdata 1 —

This input series has only one stimulus, and the tra-
jectory of anger is plotted near the coordinate point
O of calm (Fig. 13(a)). At this time, the facial ex-
pression is almost the same as that of calm.

o Test data 3, Test data 4 —

The trajectory drawn in comparison with the virtual
emotional space is small and has a little facial ex-
pression change (Figs. 13(b) and (c)). Unlike Pro-
posed Robot A, a mixed emotion is not included in
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Input: Sadness

a—e—o ® ®

e

—

(d) Test data 5

Fig. 14. Facial expressions using Proposed Robot B.

the facial expression that is only generated almost
the same as in the case of calm.

o Testdata5 —

Since at first the anger stimulus is continuously in-
put, the trajectory reached the coordinate points g
away from the calm O (Fig. 13(d)), and generates
the anger facial expression (second frame of Fig. 14).
After that, the sadness stimulus is input, and the co-
ordinate point moves to the sadness region, so the
facial expression of sadness is gradually generated
while generating a mixed emotion of anger and sad-
ness (after the second frame of Fig. 14).

By varying the teaching signal given to the SRN, we
have thus confirmed that the different emotional spaces
are built. In addition, without increasing the variation of
the facial expression itself, we have thus confirmed that
the SRN generated various facial expressions depending
on the time series information of inputs (input of the user
in interaction). As a result, when the user gives an inter-
action a dynamic, various facial expressions are generated
depending on the psychological state of the robot, a state
that varies momentarily.

6. Subjective Evaluation of Facial Expression

The previous section discussed the relationship be-
tween an internal state and a facial expression using an
input timing and a frequency between two emotions. The
present section includes an interaction experiment includ-
ing the robot and the user in order to quantitatively an-
alyze a transition of an arbitrary emotion triggered by a
voluntary interaction of the user. We analyze the result
of a subjective evaluation so as to confirm the effective-
ness of the proposed method. As a comparison target, we
prepared the following facial expression robots (Control
Robot A and Control Robot B) using a conventional, elab-
orated facial expression.

Control Robot A —

Control Robot A is a robot that generates teaching sig-
nals used for the learning of Proposed Robot A over time.
In other words, a conventional facial expression in which
a teaching signal is used as a motion file is performed.
More specifically, when one stimulus is input at a certain
period of time, a facial expression (the leftmost of the fa-
cial expressions in Fig. 5) of an emotion corresponding
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to the stimulus is generated, and then the change in facial
expression in the direction of the right arrow is gradually
generated. If another stimulus is input in the middle of the
facial expression change, a facial expression correspond-
ing to the stimulus is generated.

Control Robot B —

Similar to Proposed Robot B, Control Robot B gradu-
ally performs emotional facial expressions as stimuli are
continuously input. More specifically, each facial expres-
sion of emotion is designed to transit one by one to a facial
expression in the direction of the left arrow in Fig. 5 as
the same stimulus is input using a motion file of a teach-
ing signal of Proposed Robot B. If there is no input in the
middle, the flow returns to the facial expression of calm.

6.1. Experimental Procedure

Test subjects rank the facial expressions of the four
types of robots (Proposed Robot A, Proposed Robot B,
Control Robot A, and Control Robot B). The robots are
presented in a random order for each of the test subjects.
The test subjects are allowed to operate the robots to see
their facial expressions as long as they like before they are
ready to rank the robots. The input/output interfaces are
the same in all the robots. We explain to the test subjects
in advance that they are expected to evaluate reactions (fa-
cial expression generation and change) of the robots de-
pending on the timing of stimuli given by the user. The
test subjects were university students of age 20 to 24, in-
cluding 23 males and five females.

6.2. Evaluation Results

Figure 15 shows a rank-wise frequency distribution of
the number of supporting subjects. According to the fig-
ure, many test subjects rated the proposed method high-
est or second highest. After the experiment, many test
subjects answered that the proposed method successfully
generated interesting facial expressions and felt that it was
an elaborate system because mixed emotions were gener-
ated. Since the results obtained through the questionnaire
were on an ordinal scale, their relation in terms of magni-
tude is guaranteed. However, the widths of the intervals
are unknown and not guaranteed to be equal. Therefore,
we calculated a more advanced distance scale from the
ordinal scale and used a normalized-rank method [12] for
comparison on an interval scale (Fig. 16). As a result, we
saw a significant difference between the proposed method
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Ranking by questionnaire

OProposed A M Proposed B O Control A O ControlB

Number of people

Ist 2nd

Order

3rd 4th

Fig. 15. Frequency distribution of each rank.

Control B Control A Proposed B Proposed A

/|
I I~
0.5

Hk

p< 0.01

Fig. 16. The distance scale using the normalized-rank approach.

and each of the comparison methods at a significant level
of 1%. According to the figure, the proposed method was
evaluated more highly regardless of the setting of charac-
ter definitions.

7. Conclusions

This paper has proposed a facial expression model us-
ing the simple recurrent network as a dynamic system in
facial expressions including interactions with human be-
ings.

In Section 5, we evaluated the difference in the virtual
emotions built depending on the correspondence relation
of teaching signals in the learning of the robot. We then
confirmed that a facial expression model that can express
emotions even to unlearned input is built. In Section 6, we
verified the effectiveness of the proposed model through
the subjective evaluation of the interaction between a per-
son and Ifbot. As a result, the facial expressions of the
proposed model are more interesting than the conven-
tional facial expressions and are evaluated more highly.

However, we have not yet determined whether the psy-
chological effects in the interaction obtained through the
experiment described in this paper are because of an in-
crease in variety made possible by the proposed model or
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because of the simple increase in variety itself. In the fu-
ture, we have to figure this out by using other methods
of adding variety, such as by adding randomness. In the
experiment, the evaluation was conducted in a framework
of a simplified, short-term interaction to confirm the effec-
tiveness of the proposed model. In a short-term interac-
tion, only the effect of the first impression of the robot and
the initial process in which the relationship between a hu-
man and a robot are evaluated [13]. As a future issue, the
effect of boredom on long-term use has to be researched.
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