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Discussing joint attention between a human being and
a partner robot to ensure human-friendly communi-
cation, we extract the direction of human attention
based on facial direction in images, and propose con-
trol of the partner robot based on the direction of the
extracted human face. We propose extraction for the
direction in which a hand points, and discuss experi-
mental results for partner robots using our proposal.

Keywords: intelligent robot, visual perception, human-
friendly communication, genetic algorithms, neural net-
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1. Introduction

To realize human-friendly communication, a partner
robot requires capabilities such as pattern clustering,
pattern classification, voice recognition, situated utter-
ance, and human-like actions. Social communication has
been discussed in sociology, developmental psychology,
semiotics, relevance theory, and embodied cognitive sci-
ence [9].

In classical communication channel theory concerning
a code model, a piece of information is transmitted as a
symbol or signal based on an encoder and decoder. The
symbol’s meaning is shared between two systems if the
two systems use the same encoder, decoder, protocol, and
knowledge database. This explains communication from
the viewpoint of information transmission, but people do
not exactly share the same mechanism for interpretation
and the same knowledge, so we discuss human communi-
cation from a different viewpoint.

In relevance theory helpful in discussing human com-
munication [9], human thought is shared, rather than
transmitted, between two people, each having own cog-
nitive environment (Fig. 1). A person understands the
meaning of an unknown word spoken by the other through
communication because the person makes the symbol cor-
respond to a percept, although they speak different lan-
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Fig. 1. Mutual cognitive environment in communication
between humans.

guages. An important role of utterance and gesture is thus
getting attention, and the utterance and gesture enlarge the
cognitive environment of others. The shared cognitive en-
vironment is called a mutual cognitive environment. Joint
attention plays the role of sharing cognitive environments.

Visual perception is the ability to detect light and to
interpret it as perception [18]. Images of the world are
not given to human beings, but are constructed by them.
World construction is based on the search for patterns in
objects and events. Pattern extraction is generally a con-
scious or unconscious search but the extraction of patterns
by more than one person may be interactive and collabora-
tive search. The attention of one person is decided based
on that of others. Children use non-verbal communica-
tion such as gazing and proto-declarative pointing to share
their attention toward an object or a third person with oth-
ers, called joint attention skill [2, 3, 17]. Two people per-
ceive objects requiring attention because the aim of joint
attention is to communicate with a person through spe-
cific objects in the shared environment. Proto-declarative
pointing is important in achieving joint attention, and hu-
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Hubot

Fig. 2. Partner robots: Hubot and MOBiMacs.

man beings find it natural and effective to use gestures
such as pointing to give a robot a specific task. A gesture
is regarded as a symbolic action for communicating an
intention to others, so the robot must recognize gestures.
Robots should also have a cognitive environment, and
joint attention based on such a cognitive environment is
very important for realizing social communication be-
tween human beings and robots. In discussing how to
achieve the joint attention between a human and a robot
based on human face and positioning recognition of the
human arm, we propose extracting the direction of the hu-
man face by a steady-state genetic algorithm (SSGA) and
a spiking neural network (SNN). We apply fuzzy motion
control of a pan-tilt CCD camera. We propose a position-
ing recognition of a human arm by SSGA, and demon-
strate in experiments in human face and gesture recogni-
tion for a partner robot the effectiveness of our proposal.

2. Partner Robots

We developed two types of partner robots — a human-
like robot called Hubot [14] and a mobile PC called MO-
BiMac [15] — to realize social communication with a hu-
man (Fig. 2).

Hubot consists of a mobile base, a body, two arms with
grippers, and a pan-tilt head. The robot has two CCD
cameras, four line infrared sensors, a microphone, ultra-
sonic sensors, and touch sensors. Each CCD camera cap-
tures an image within a range of —30° and +30° in front
of the robot. Two CPUs are used for sensing, motion con-
trol, and communication. The robot assumes human-like
behavior. MOBiMac consists of two CPUs used for PC
and robotic behavior. The robot has two servomotors, four
ultrasonic sensors, four light sensors, a microphone, and
a CCD camera.

Basic robot behavior involves visual tracking, map
building, imitative learning, human classification, and
voice recognition. Communication with a human being
is conducted through utterances resulting from voice and
human motion recognition [15]. Behavioral learning in-
cludes reinforcement learning through interaction with
the environment, and imitative learning through interac-
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Fig. 3. Human face detection for joint attention.

tion with human beings [14]. Behavioral interaction in-
cludes soccer and games with human beings. We focus
on the visual perception of human face and positioning
recognition of a human arm.

3. Joint Attention

3.1. Human Face Detection

Human face recognition consists of differential extrac-
tion, human face detection, and extraction of facial direc-
tion. An image of RGB color space is taken by a CCD
camera with the partner robot. Because image processing
takes time and computational cost, full-image size of im-
age processing of all images is not practical. The original
image is 640 x 480, reduced to 320 x 240 as an attention
range based on reduction level (1 < RL < 2) and the ori-
gin (xp,yo) of the attention range (Fig. 3). If the reduc-
tion level is 1, the same image resolution is extracted from
the original image. Otherwise, each pixel in the attention
range is interpolated based on the four surrounding pixels
based on the reduction level.

Colors corresponding to hair and skin are extracted
using thresholds. Candidate regions including the hu-
man face and hair color are detected using a steady-
state genetic algorithm (SSGA) based on template match-
ing [4, 15]. A candidate solution of the template used for
detecting a human as the target object consists of numer-
ical parameters of g/, gﬁl, g, and gf4 where (g7, gﬁz)
is the point of the upper left corner of the template; g{g
is the width; gf4 is the height (Fig. 4(a)). The number
of individuals is G. To speed up the search, we use the
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(b) A candidate solution for object recognition

Fig. 4. Genotype representation in SSGA.

further reduced image size for detecting a moving object,
that is, recognizable as a human being. The image size
used in differential extraction is 20 x 15. The center of
gravity (COG) in differential extraction is used for updat-
ing candidate solutions. In SSGA, few existing solutions
are replaced with the candidate generated by genetic oper-
ators in each generation. The worst candidate solution is
eliminated (“Delete least fitness” selection), replaced by
the candidate solution generated by crossover and muta-
tion. The fitness value is calculated as follows:

fiH = Cgl]dn + CI-I-I]air + an : Cgl]dn ’ Cgair - nfl : Cgther . (1)

where Ci,  CH. ~and C, .. indicate the numbers of pix-
els of colors corresponding to human skin, human hair,
and other colors. N and n¥ are coefficients. Therefore,
this problem results in a maximization problem. We use
elitist crossover and adaptive mutation. Elitist crossover
randomly selects one individual and generates an individ-
ual by combining genetic information from the randomly
selected individual and the best individual. Next, adaptive

mutation is conducted for the generated individual:

H H
AR G 7 PO
max min

where f/ is the fitness value of the i-th individual; fI
and n’{in are the maximum and minimum of fitness val-
ues in the population; N(0, 1) indicates a normal random
value; a/H and ﬁf’ are the coefficient and offset. In adap-
tive mutation, the variance of the normal random number
is changed based on fitness values of the population. By
using SSGA, the robot roughly detects a human face can-
didate.

Facial direction is roughly extracted using the relative
positioning of the hair and face, i.e., the relative posi-
tion of COG of areas corresponding to the hair and face.
The relative positions of COG versus the central position
of the detected face region are used as inputs to spiking
neurons for extracting the facial direction. We apply a
SNN to extract the direction of the detected human face.
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SNNs have been used in memorizing spatial and temporal
contexts [5,6]. A SNN is considered as one of the artifi-
cial NNs imitating the dynamics introduced in the ignition
phenomenon of a cell and the propagation mechanism of
the pulse between cells. We use a simple spike response
model to reduce computational cost. Internal state h;(z) is
calculated as follows:

hi(t) = tanh (B>"(t) + B (1) + R (1)) . . . . ()

1

h$¥'(z) is the input to the i-th neuron from the external en-
vironment and /;""(¢) including output pulses from other
neurons is calculated as follows:

N
WO =7 hi(t =1+ ) wiiepi(t=1). 4
J=Tj

R (¢) indicates the refractoriness of the neuron; wj; is a
weight coefficient from the j-th to i-th neuron; p;(t) is
the output of the j-th neuron at the discrete time 7; N is
the number of neurons; and y*¥" is a discount rate. When
the neuron is fired, R is subtracted from the refractoriness
value as follows:

ref  pref 1
ref _ Ye 'hie (t_l)_R lfpl(t_l)ZI
(1) = { ,yref . h;ef(t _ 1) otherwise ®)

where 7™ is a discount rate. When the internal state of

the i-th neuron is larger than the predefined threshold, a
pulse is output as follows:

1 iR <g
pi(t)_{ 0 otherwise s (8

where g; is a threshold for firing.

We use two layers of SNN, the first layer consisting
of sensor neurons for extracting the facial direction and
the second consisting of motor neurons for control of the
pan-tilt CCD camera, so the robot’s head moves in the
direction to which the person pays attention.

3.2. Object Recognition

We focus on color-based object and shape recognition
with SSGA based on template matching. The shape of
a candidate template is generated by the SSGA. We pro-
posed extracting a hand by using SSGA, and used an oc-
tagonal template of the angle fixed at 45° [14]. To im-
prove shape recognition, we propose an octagonal tem-
plate with variable angles. Fig. 4(b) shows a candi-
date template used for detecting a target where the j-th
point gf]- of the i-th template is represented by (gf1 +

8icos(8?;,1),80 + &7;sin(gl 1) i = 1,2, =
L....2xm+2; 0; (= (9.,8%)) is the center of a can-
didate template on the image; n and m are the number of
candidate templates and search points used in a template.
A candidate template consists of numerical parameters of
(821,82, ,8%m12). We propose a local search for fit-
ting a template to the area of the target object. The cen-
tral position is slightly updated by calculating the COG
of search points of the octagon. Search points and angles
are updated by hill-climbing. If the color of a search point
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randomly extended toward the outside corresponds to the
target color, the generated search point is replaced with
the previous search point. This local search is conducted
only for the template candidate with a high fitness value,
calculated as follows:

fF=Clue—1 Coher - - - - o o (D

where 1¢ is a coefficient for penalty; C%rget and CYye, in-
dicate the numbers of pixels of colors corresponding to
a target and other colors included in the template. The
target color is selected based on the pixel color occupy-
ing most of the template candidate, so the largest area of
a single color is extracted in the reduced color space of
the image. One iteration consists of selection, crossover,
and mutation. The iteration of SSGA is repeated until the
termination condition is satisfied. In general, the maxi-
mum number of evaluations or generations is used as the
termination condition.

We apply a K-means algorithm for clustering candidate
templates to find several objects simultaneously. The K-
means algorithm is widely used in iterative descent clus-
tering [8]. Inputs to the K-means algorithm are the cen-
tral position of templates candidates; v; (= (gﬁl,ggz)),
J=1,2,...,n). When the reference vector of the i-th clus-
ter is represented by r;, the Euclidian distance between the
Jj-th input vector and the i-th reference vector is defined as

dj’,'=||Vj—I'l'|| e e e e e e e e (8)

where r; = (71, 7;2) and the number of reference vectors
(output units) is /. The reference vector minimizing dis-
tance d;; is selected by

cj:argrniin{ij—riH}. R )

where c; is the cluster number that the j-th input belongs
to. After selecting the reference vector nearest to each
input, the i-th reference vector is updated by the average
of inputs belonging to the i-th cluster. If updating is not
conducted in clustering, updating is finished. Crossover
and selection are conducted within template candidates of
each cluster, so SSGA attempts to find different objects
within each cluster based on the spatial distribution of ob-
jects in the image.

Spiking neurons are applied for shape recognition of
detected color objects. We use three sensor neurons for
extracting circles, triangles, and rectangles. The number
of acute angles in a template candidate is used for sen-
sor neurons. If the sensor neuron corresponding to each
shape is fired, the spike output is transmitted to the ut-
terance system and map building for a mutual cognitive
environment [19].

The facial direction is used for restricting the search
area for image processing and for motion control of the
CCD camera. The attention area is updated based on the
facial direction. If the robot detects a person in the atten-
tion area, it attempts to physically interact with the person.
If the robot detects objects, it attempts to visually track the
target object. In this way, the robot archives joint attention
with the human.
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Fig. 5. Genotype representation for positioning extraction
of the arm.

3.3. Human Arm Recognition

The 3D positioning of the arm is mapped into a 2D im-
age when a camera is used, so we must solve the problem
of inverting from the 2D image to 3D positioning. Config-
uration @ of the arm is expressed by a set of joint angles:

0=(6,,6,....6,) cR" . (10

where n denotes the DOF of the arm. In this paper, the
DOF of the arm is assumed to be 5 (n = 5). The position
of the hand is expressed as P = (p, py p;)" on the base
frame. SSGA is applied to detect joint angles correspond-
ing to the arm positioning in the image.

An individual is consists of all joint variables (Fig. 5).
Initialization updates the population based on the previous
best configuration to the next image. The j-th joint angle
of i-th configuration ; ;, represented as a real number, is
generated as follows (i = 1,2,...,g,):

6;j — 6; + B} -N(0,1) (1)

where 9; is the previous best joint angle; [3]1 is a coeffi-
cient for the j-th joint angle. We use a following fitness
function:

A A A LA A A
f;' = fDislance + n - fAngle + n - fColor

where n¢' and 13 are weight coefficients; fiance> de-
notes the distance between the hand position and the tar-
get point; fﬁngle denotes the sum of squares of the differ-
ence between each joint angle between two configurations
of t and t — 1; f4,,, denotes the number of pixels corre-
sponding to skin color. A selection removes the worst
individual from the current population, followed by eli-
tist crossover. The worst individual is thus replaced by
the individual generated by the elitist crossover. We use
adaptive mutation, and the robot extracts the human arm
positioning.

. (12)

4. Experiments

In experiments, the image size for human detection is
320 x 240 and that for object recognition is 160 x 120 be-
cause object recognition does not require high image res-
olution. The population size of SSGA for human face
detection is 30, for object recognition is 100, and for arm
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Fig. 6. Recognition result for facial direction.

(b)

Fig. 7. Head movement based on facial direction.

positioning recognition is 200.

Figure 6 shows experimental results of the extrac-
tion of facial direction for constructing joint attention
by Hubot. The image for human detection by Hubot is
160 x 120 due to the computational performance of the
vision system consisting of two CCD cameras. Fig. 7
shows the positioning of two people and the robot. In this
experiment, the robot attempts to extract the direction of
the eyes in a conversation between two people. Figs. 6(a)
and (c¢) show original images, and Figs. 6(b) and (d) ex-
traction results in joint attention between them. Red rect-
angles in Figs. 6(b) and (d) indicate the extracted human
face. The red bar of the edge in Fig. 6(d) indicates the ex-
tracted direction of the human face. The robot concludes
that the person on the right is looking at the person on the
left, and robot moves the pan-tilt head to the right. After
searching for persons or objects, the robot stops in front
of the face of the other person, and extracts the facial di-
rection of the person at left, determining based on joint
attention that a conversation is going on between the two
people (Fig. 7).
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(b)

Fig. 8. Extraction of facial direction of two people.

Fig. 9. Extraction of facial direction of two people based on
the attention range control.

Figure 8 shows results of extraction of the facial di-
rection of two people in the same image by MOBiMac
where the reduction level is 2.0. A red thick bar is shown
when the facial direction is recognized by spiking neu-
rons, showing that our proposed method extracts the di-
rection of faces successfully.

Figure 9 shows results of extraction of facial direction
of two people in the same image based on the attention
range control by MOBiMac. Since the reduction level
for constructing the attention range is 1.3, it is difficult
for the robot to capture two people in the attention range,
o it attempts to construct the attention range based on
the extracted facial direction of the two people. The ori-
gin of the attention range is updated by SNN output. In
Fig. 9(a), the attention range is constructed on the left side
of the original image, and in Fig. 9(b), it is constructed on
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Fig. 11. Image processing for extracting the human arm posture.

(c) Object recognition based on joint attention

Fig. 10. Recognition result of facial direction.

the right. In Fig. 9(c), the attention range is constructed
midway between two people.

Figure 10 shows results of object recognition for a tri-
angle block from different angles. Although we used an
octagonal template for object recognition, the triangle is
extracted. Fig. 10(c) shows object recognition based on
joint attention between the human and robot. After the
robot extracts the human facial direction, the search of
objective recognition is restricted to the left.

Figure 11 shows positioning recognition. The ex-
tracted facial direction is used to search for object and
human hand detection. When the person sees right hand
in Figs. 11(a), (b), and (c), he sees the left hand in
Fig. 11(d). Based on the human face, the arm suitable
for positioning recognition is selected in the search, so
the robot uses the direction of the face in the search based
on the joint attention.
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S. Summary

We have proposed achieving joint attention required in
social communication, applying steady-state genetic algo-
rithms and spiking neural networks for human detection,
object recognition, and arm positioning extraction. Pre-
liminary results in visual perception show that our pro-
posed method extracts the direction of human attention to
archive joint attention with a human, but we did not dis-
cuss how to realize the social communication based on
our proposal. We therefore must combine voice recogni-
tion and visual perception to share the cognitive environ-
ment. In other projected work, we will discuss how to
solve the symbol grounding problem by having the robot
learns through interaction with a person.
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