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Pointing devices are essential components of graphical
user interfaces, and the mouse in particular is widely
used because of its intuitive and easy operation. Since
it must be directly touched by the user, however, the
mouse is restricted in the locations where it can be
used. A pointing device consists of a pointing mech-
anism and a switching mechanism, so the use of a non-
contact device to carry out these actions should re-
move the restriction concerning location. In this study,
we investigate the construction of a pointing device
that does not impart a feeling of restraint or awkward-
ness, which estimates the user’s hand shape and posi-
tion from images captured by a monocular camera, a
noncontact device. In this system, the captured image
is transformed from a Cartesian coordinate system to
a log-polar system to reduce image data and compu-
tational cost, and achieve real-time operation without
using special hardware other than a regular camera.
Higher order local autocorrelation features of the log-
polar coordinate space were used to achieve robust-
ness against background change and hand rotation. In
addition to direct pointing, the ability to recognize ges-
tures from the hand’s motion trajectory was incorpo-
rated to achieve more comfortable user-computer in-
teraction. In experiments using a system consisting of
a regular computer and digital video camera, tracking
of the hand and estimation of symbolic signs from ex-
tracted frames was stable at a practical average speed
of 30 ms per frame.

Keywords: pointing device, monocular camera, log-
polar mapping, higher order local autocorrelation, learn-
ing vector quantization

1. Introduction

Pointing devices such as the mouse, track ball, and
tablet are essential components of graphical user inter-
faces (GUI). The mouse in particular is used widely be-

cause of its intuitive and easy operation. Yet issues remain
regarding these pointing devices as a person-machine in-
terface for achieving natural communication, namely, that
they must be directly touched by the operator and so must
lie within reach of the user’s hands.

Computer use is ubiquitous, with user needs for inter-
faces with better operability and natural handling. Point-
ing devices for use in such environments must not con-
strain the user spatially. In mobile environments, in par-
ticular, it is becoming difficult to install pointing devices
based on direct contact by the user’s finger or a stylus be-
cause of the reduced device surface area that comes with
the trend in computer downsizing.

As a pointing device consists of a pointing mecha-
nism and a switching mechanism, using the user’s move-
ments to realize these mechanisms should free the device
from the limitations above. Several methods have been
proposed for pointing devices based on the user’s move-
ments, such as the EMG control device[1] which employs
electrical signals of the arm muscles’ contractions, a leg
operating device[2] in which the operator uses both legs to
tilt a board, and the “ubi-finger”[3] which combines three
sensor systems. There also have been techniques[4,5]
proposed for gesture recognition in which sensors such as
data gloves, magnetic motion capture, acceleration sen-
sors, and joint angle detection sensors are placed on the
user to measure body movement. Although high-speed,
stable processing and high measurement precision can be
achieved by direct placement of such sensors, along with
the use of dedicated hardware, they tend to give the user
a feeling of restraint or awkwardness in handling and are
not always comfortable.

Noncontact methods such as position measurement
based on phase differences of ultrasonic waves[6] or the
use of multiple cameras[7] require the use of special
equipment, making them unsuitable for the general user.
One study proposes the use of lower-order moment fea-
tures of the tracking region captured by a regular cam-
era[8], yet the amount of information contained in lower-
order moments is limited, namely, target size and spread
in different directions, so when the target rotates, the re-
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Fig. 1. Process flow.

sulting change in the spread direction can lead to recogni-
tion failure, and they cannot be used for complex shapes.

Thus, a pointing device that the general user can use
comfortably must be noncontact, be able to carry out real-
time processing, allow free settings as to its installment
or extra hardware, and be sufficiently compact and light-
weight, and reasonably priced.

In this study, we study a pointing device that does not
impart a feeling of restraint or awkwardness, that esti-
mates the user’s hand shape and position from images
captured by a monocular camera, a noncontact device.

The captured image is transformed from a Cartesian
coordinate system to a log-polar system to reduce image
data and computational cost, and achieve real-time oper-
ability without using special hardware other than a regu-
lar camera. Higher order local autocorrelation features of
the log-polar coordinate space were used to achieve ro-
bustness against background change and hand rotation. In
addition to direct pointing, the ability to recognize ges-
tures from the hand’s motion trajectory was incorporated
to achieve more comfortable user-computer interaction.

Gesture recognition is used to realize a mouse-like
function based on hand-finger movements, specifically as
a computer input device. Therefore, there are likely to
be fewer erroneous operations when gesture recognition
takes place only when the user actually intends to carry
out an input operation, instead of having the computer
recognize any arbitrary movement. For this reason, we
had the user make an “enter” hand shape in front of the
camera to turn on/off the mouse-like function.

2. System Configuration

2.1. Gesture Recognition Algorithm

Each frame of time-series images captured by a station-
ary monocular camera is transformed into log-polar coor-

dinate images using log-polar mapping (LPM)[9].
The advantages of LPM are that high resolution and

a wide working field are obtained using relatively few
pixels, while scaling invariance and rotational invariance
against the center of transformation are realized. Further-
more, the smaller amount of image data can cut down on
the computation time required for image processing. Its
shortcoming, however, is unsuitability for dynamic visual
processing when uneven sampling causes the image shape
to change considerably with translation[10].

Several methods have been proposed to solve this prob-
lem. In one, translation is obtained from the optical
flow acquired from image sequences in log-polar coordi-
nates when the direction of motion changes periodically
with 2π[11]. Another method[12] extracts translation-
invariant parameters using an exponential chirp trans-
form[13], which is the equivalent in log-polar coordi-
nates of 2D Fourier transformation. The former method
is based on the use of a motion vector, with the image is
assumed to move without deformation. If the target object
moves a long distance, however, the corresponding image
on log-polar coordinates is considerably distorted so an
inaccurate motion vector is obtained, preventing correct
translation parameters from being obtained. The latter
method requires more processing time than conventional
transformation and is unsuitable for real-time processing.

In the proposed system, a contour image is generated
from the LPM image using time difference, space differ-
ence, and skin color information, after which the centroid
of the contour image is used to estimate the position of
the hand region. The destination of the hand region is
estimated from data on past positions. For recognition
of the hand shape, higher order local autocorrelation fea-
tures are computed from the hand region extracted based
on skin color information, and then used by a neural net-
work that employs learning vector quantization. This pro-
cedure constitutes pointing. The hand region position is
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tracked for gesture recognition, so two hand operations
— pointing and gesturing — are executed consecutively.
The process flow is shown inFig.1. Mode selection be-
tween pointing and gesturing is done by the display of a
preset hand shape.

Because the translation distance is computed without
complex computation such as those required for chirp
transform, processing is speeded up. The position is esti-
mated from the centroid, from which detailed information
on shape has been omitted, so there is less likelihood of
poor tracking precision caused by drastic changes in the
image. In addition, color information extracted from the
skin color region and the background difference is used to
eliminate background objects with similar color informa-
tion, thus allowing the target object to be extracted prop-
erly.

2.2. Generation of LPM Images

CoordinatesI�x�y� of the Cartesian image are assumed
to form complex planeZ. A point on this complex plane
is expressed byz � x� iy. Similarly, coordinatesL�p�q�
of LPM are assumed to form complex planeW , on which
a point is expressed byw � p� iq. LPM is then given by
the following expression:

w � log�z�α � . . . . . . . . . . . . (1)

whereα is an offset to prevent singularity at the origin.
Original imageI is decomposed by LPM into angular

and radial components. As shown inFig.2, logarithmic
sampling in the radial direction causes information at pe-
ripheral areas to be rough compared to the central area.
High resolution is maintained in the center, while reso-
lution decreases as the periphery is approached, so over-
all spatial information is captured roughly. The amount
of data and hence processing time are thus drastically
reduced. As an example of LPM, the image shown in
Fig.3(a) is resampled using the points shown inFig.3(b),
which results inFig.3(c). The inverse mapping results in
Fig.3(d).

The one-to-one correspondence between pixels on the
original image and those on the LPM image must be
computed to carry out LPM on the input image. While
some methods achieve high-speed processing by in-
stalling hardware to execute LPM[14, 15], the present sys-
tem employs software to carry out LPM to not burden the
user. Pixel correspondence was determined in preprocess-
ing, since there is no image size change in the present ap-
plication, and used to generate a lookup table to facilitate
mapping. This simplifies mapping and reduces computa-
tion time.

2.3. Estimation of Hand Region Position

The time difference, space difference, and skin color
information are used to extract and track the user’s hand.
The time difference can be used to separate the back-
ground and the movement region easily, since the move-
ment region in the time-series images corresponds to ob-
served changes in luminance over time. Being dependent

Fig. 2. Log-polar mapping from the cartesian plane to the
log-polar plane.

(a) Original image. (b) Resampling points.

(c) LPM image. (d) Inverse image from
LPM image.

Fig. 3. Example of LPM.

on the difference in luminance between the background
and movement region, results obtained from the time dif-
ference are easily affected by changes in room illumina-
tion. Thus, edge information obtained from space differ-
ences, which are little affected by room illumination, is
used in addition, since those areas of the image where
great luminance changes occur lie near the edge of move-
ment. Skin color information is used because the present
system’s purpose is to extract the hand region.

Here, we describe how the hand-finger region is ex-
tracted from the input image. Denoting byL�p�q� t� the
LPM image generated from the input image at timet, the
image obtained by taking the time difference ofL�p�q� t�,
denoted byL1�p�q� t�, that obtained by taking the space
difference, denoted byL2�p�q� t�, and the skin color re-
gion, denoted byL3�p�q� t�, are computed as follows:

Time difference imageL1�p�q� t� is obtained by taking
the difference between two consecutive frames, as given
in (2). This separates the stationary and moving regions
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at timet.

L1�p�q� t� ��
1� �L�p�q� t��L�p�q� t�1�� � tht

0� otherwise . (2)

wheretht is the threshold for determining whether there
is a change in luminance.

Space differenceL2�p�q� t� is obtained by applying the
3�3 Sobel filter shown in (3) to the image at timet to
extract the edge in the image.

L2�p�q� t� ��
1�

�
LHS�p�q� t�2�LV S�p�q� t�2 � ths

0� otherwise
(3)

where ths is the threshold for determining whether an
edge exists, andL2�p�q� t�, LHS�p�q� t�, andLV S�p�q� t�
are the space difference, the value obtained by applying
the p-direction Sobel operator, and value obtained by ap-
plying theq-direction Sobel operator.

The input image is expressed in RGB color mode,
where color values are easily affected by brightness due
to the high correlation between them. Color informa-
tion is thus converted in our system toL�u�v� mode (CIE
1976), which has a one-to-one correspondence with the
RGB system and is not affected by changes in bright-
ness. MeanM�ū� v̄� and variance-covariance matrixC of
the skin color region are then obtained on theu-v plane.
Skin color regionL3�p�q� t� is thus given by (4). Although
this results also in the extraction of skin colored regions
present in the background, such as a wall or cardboard
box, they are eliminated by logically multiplying the dif-
ference image described above since such background re-
gions remain stationary.

L3�p�q� t� ��
1� �Lc�M�T C�1�Lc �M�� thc

0� otherwise
. . (4)

wherethc is the threshold for determining skin color.
From information obtained from eqs.(2) to (4), the con-

tour image is given as follows:

Ld�p�q� t� �

��
�

1�

3

∑
i�1

Li�p�q� t� � 3

0� otherwise
� . . (5)

By computing the centroid of contour imageLd , posi-
tion pxy�t� of the hand in the input imageI at time t is
obtained.

2.4. Motion Estimation of Hand Region

Here we discuss tracking for the position of the centroid
of the hand region. We denote the centroid position of
the hand region at timet by pxy�t�, displacement velocity
of the hand region byv�t�, acceleration bya�t�, and the
centroid position at timet estimated from that at timet�1
by p̂xy�t�. Initially at t � 0, the centroid position and the
estimated centroid position of the hand region are both
set at the center of the captured image, with velocity and

acceleration both assumed to be zero.
Estimated centroid position ˆpxy�t� at timet is given by

(6). This then becomes the center of the log-polar coordi-
nate space for mapping the Cartesian image onto an LPM
image.

p̂xy�t� � pxy�t�1�� v�t�1� �∆t . . . . . . (6)

where∆t is the frame interval.
When centroid positionpxy�t� of the actual hand re-

gion does not coincide with the estimated centroid posi-
tion p̂xy�t�, we assume that acceleration and displacement
velocity v�t� are given by (7) and (8) between the time
t �1 andt.

a�t �1� �
2

�∆t�2 � p̂xy�t�� pxy�t�� . . . . (7)

v�t� � v�t�1��a�t�1� �∆t� . . . . (8)

2.5. Estimation of Hand Shape

2.5.1. Extraction of Hand Region

When extracting the hand region from LPM imageL,
skin color information is first used to select a region based
on (4) and skin color regions are labeled, then the region
with the largest area is defined as the hand region. There
are cases, however, when shadows may exist when ex-
tracting the skin color region from an image, as shown
in Fig.4(a), because of the relative positions of the hand
and room illumination, which causes the hand region to
be incompletely extracted, as shown inFig.4(b). In the
present system, the LPM image is scanned radially out-
ward after extraction of the largest skin-color region to
include the entire skin color region as inFig.4(c). Al-
though some background noise is introduced, this ensures
that there are no parts missing from the hand region. After
edge enhancement of the image inFig.4(c), higher order
local autocorrelation features are extracted.

2.5.2. Computation of Higher Order Local Autocorrela-
tion Features

Higher order local autocorrelation features are image
features[16] proposed by Otsu et al. for image recognition
and measurement. Among higher order autocorrelation
functions[17], defined by (9), local ones are computed for
pixels at the reference point and its vicinity.

xN�a1�a2� � � � �aN� ��
f �r� f �r�a1� � � � f �r�aN�dr . . . . (9)

where f �r� denotes the luminosity of pixels at positionr,
N the order, and�a1�a2� � � � �aN� the direction of displace-
ment.

Because the correlation between adjacent pixels is con-
sidered important when treating natural images, displace-
ment directions are limited to a local region consisting
of 3�3 pixels centered at reference pointr, and higher
order autocorrelation features up to the second order are
obtained. Eliminating features that remain equivalent in
translation, we obtain the 35 features shown inFig.5,
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(a)

(b)

(c)

Fig. 4. Extraction of hand region.

Fig. 5. Local patterns to obtain higher order local autocor-
relation features.

where ‘1’ represent corresponding pixels in the local pat-
tern. Each feature is computed by adding to all pixels the
product of values of the corresponding pixels in the local
pattern.

Because higher order local autocorrelation features
have the advantage of being translation-invariant, their ex-
traction from the LPM image yields features that are in-
variant to rotation and scaling.

2.5.3. Learning by Learning Vector Quantization

Rather than using quantitative techniques such as mul-
tiple regression or principle component analysis for pat-

tern recognition, it suffices to employ qualitative meth-
ods of analysis such as cluster analysis or discriminant
analysis. Multiple regression analysis, which is a statis-
tical method, often yields unsatisfactory estimation re-
sults when dependent and independent variables are re-
lated nonlinear by. Statistical methods assume pattern
linearity, whereas neural networks are known for treating
nonlinear patterns. There are two broad categories of neu-
ral networks: hierarchical and competitive. For pattern
classification, we use learning vector quantization (LVQ),
which is competitive and capable of powerful pattern clas-
sification based on a simple algorithm. Being specifically
developed to deal with statistical pattern recognition, par-
ticularly that involving higher-dimensional probabilistic
data with considerable noise, LVQ greatly reduces the
amount of computation, compared to conventional statis-
tical methods, and provides nearly optimal recognition ac-
curacy based on Bayes classification rules[19].

The selection of LVQ is based on the following consid-
erations: Hierarchical neural networks have such short-
comings as 1) recognition is treated as a black box, 2)
causes of recognition error are difficult to establish, 3)
learning requires considerable time, and 4) there is no
well established methodology for determining the number
of middle level neurons. In contrast, competitive neural
networks consist of just two levels — input and output,
cluster classification is easily done even when the input
has a high dimension, and causal explanations are easily
found between input and output. In this study, which pre-
sumes a real environment in which the user is expected
to discard difficult-to-recognize or confusing patterns and
add easy-to-use, readily recognizable patterns, it is prefer-
able to keep training and recognition time short. Although
the support vector machine (SVM) was also considered
as a candidate due to its high recognition rate, its training
requires considerable time so, when it is used as a user in-
terface, the user may be forced to wait while the system is
being trained every time a new pattern is added. SVM is a
binary classifier and thus unable to optimize classification
functions that take into account multiple classes, while no
clear method has been established for selecting the ker-
nel trick suitable to the problem at hand. It was therefore
decided not to use SVM for this study.

LVQ is an extension of Kohonen’s self-organizing
map[19] that incorporates supervised learning. After as-
signing categories to input vectorsx and coupling weight
vectorsm, categories are compared between groups. Dis-
tances are reduced between input and coupling weight
vectors with matching categories, while those not match-
ing are increased. This operation forms a theoretically
optimal Bayes classifier boundary. The network configu-
ration is shown inFig.6.

Several LVQ algorithms have been proposed including
LVQ1 and its improved versions, LVQ2, LVQ3, and op-
timized learning rate LVQ1 (OLVQ1)[19, 20]. OLVQ1 is
LVQ1 in which coupling weight vectorsmi are assigned
learning ratesα i�t�. In this study, we use OLVQ1 for its
fast learning.

OLVQ1 follows the procedure below.
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Fig. 6. Basic structure of LVQ.

1 The mean of learning vectors belonging to a certain
category is given as the initial value of weights be-
tween input and output layers.

2 Input vectorsx � �x1�x2�x3� � � � �xn� are entered into
the input layer.

3 In the output layer, distances between weight vector
mi for neuroni and input vectorsx are computed as
follows:

c � argmin
i
���x�mi���� . . . . . . . (10)

4 mi with the smallest distance tox is determined to be
winning vectormc.

5 Weight vectors are renewed using

mc�t �1� � mc�t��αc�t��x�t��mc�t��

if x is classified correctly,

mc�t �1� � mc�t��αc�t��x�t��mc�t�� (11)

if the classification ofx is incorrect,

mi�t �1� � mi�t� for i �� c�

where t is time andαc is the learning coefficient
given by

αc�t� �
αc�t �1�

1� s�t�αc�t �1�
. . . . . . (12)

wheres�t� is �1 when the classification is correct,
�1 when incorrect.

6 When the learning cycle reaches a set limit, process
is terminated. Otherwise, the procedure is repeated
from step 2.

In OLVQ1 learning, connecting weights are adjusted
so the winning vector approaches learning vectors if it be-
longs to the correct class, but moves further away other-
wise.

2.6. Gesture Estimation

For hand-finger gesture recognition, continuous move-
ments of the hand are divided into gesturing and other pe-
riods. In one study, spotting recognition is carried out by
continuous dynamic programming without specifying the
gesturing period[18], while another study uses segmenta-
tion for those moments in time when hand-finger motion
is minimized[21].

Since gesture recognition is used in the present system
as a computer input device, there are likely to be fewer er-
roneous operations when gesture recognition takes place
only when the user actually intends to carry out an input
operation, rather than having the computer recognize ar-
bitrary movement.

Therefore, the beginning or ending of gesturing is de-
fined as the point when the user’s hand shape matches a
preregistered “enter key” gesture when hand movements
are minimized, so the interval constitutes the gesturing pe-
riod. Gestures are then matched by simple dynamic pro-
cessing. It is normally considered difficult to precisely
detect the moment when hand motion is minimized when
estimating the gesturing period from a series of images.
Our system achieves this by using the hand shape infor-
mation, i.e., whether it agrees with a pre-registered shape,
in addition to detection of minimal hand motion.

The trajectory vector obtained from the hand-finger tra-
jectory tracked during the gesturing period is used as fea-
ture vectorS used in gesture estimation. Denoting by
pxy�t� � �xt �yt� the hand position at timet, feature vec-
tor s�t� at timet is given by:

s�t� � �v�t��θ�t�� . . . . . . . . . (13)

v�t� � �xt � xt�1�yt � yt�1��

θ�t� � cos�1

�
v�t� � v�t�1�
�v�t���v�t�1��

�
�

Gesture estimation is done by dynamic process-
ing (DP) matching to compute the cost of feature
vector �S : s1�v�θ��s2�v�θ�� � � � �si�v�θ�� � � � �sN�v�θ��
and reference feature vector �T :
t1�v�θ�� t2�v�θ�� � � � � t j�v�θ�� � � � � tM�v�θ�� in the dic-
tionary, and then taking the one that minimizes cost.

3. Experiment for Evaluation

Recent mouse devices are equipped with multiple op-
erational keys. Thus, in addition to the conventional op-
erations of pointing and the right and left mouse buttons,
hand shapes corresponding to those additional operational
keys are needed to realize a mouse-like input function.
The present system thus uses the 10 hand shapes shown
in Fig.7. The user matches the hand shapes to the opera-
tional keys during actual run time.

In a previous study[22], we discussed the relation be-
tween LPM resolution and hand shape recognition rates,
reporting that LPM images have a processing advantage
over Cartesian images. For comparison, an evaluative ex-
periment was conducted using the same conditions as in
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 7. Recognizable class of finger shapes.

the previous study[22]. Since the previous system dealt
with four hand shapes, the four shapes (Fig.7(b), (c), (f),
and(j)) that were also used in the previous system were
uesed in the experiment. Compared to the present sys-
tem, the previous one uesed a different method to ex-
tract higher order local autocorrelation features (25 di-
mensions extracted from the entire LPM image) and a dif-
ferent recognition method (multiple regression).

Based on a resolution of 360�240 pixels in the original
image, we uesed LPM images with resolutions of 120�
120 pixels, 60� 60 pixels, 40� 40 pixels, and 30� 30
pixels, and analyzed the effects.

Using a Sony digital video camera (DVC), images were
captured centered at the position of the user’s raised hand
and at a range so that the hand would fill the scene. Four
users were asked to make the 10 hand postures shown in
Fig.7, but slightly tilted either to the left or right. Captured
images were transmitted to the PC at a 360�240 resolu-
tion via IEEE1394, 200 frames were captured per hand
shape pattern per user to make a total of 8,000 frames
(200 frames� 4 users� 10 hand shapes).

The hand region was extracted from each image using
a rectangular outer boundary frame and reduced in scale
to obtain five differently sized hand images. These were
then combined with a monochrome background image so
the background center coincides with the centroid of the
hand image, thus obtaining a total of 40,000 images (5
hand sizes� 8,000 frames). Based on a reference size of
100%, which corresponds to the hand size when the user’s
upper body fills the camera image, hand images of 50%,
75%, 100%, 125%, and 150% were used.Fig.8 shows an
example of the target image.

Hold-out was used for training OLVQ1, where the en-
tire sample set was divided into two subsets, one for train-
ing and the other for evaluation. The two sample sets were
then interchanged and the average of the results taken to
obtain a mutually calibrated recognition rate.

A neural network trained with OLVQ1 was used to ob-
tain recognition rates when the image was combined with

Fig. 8. Example of 100%-size hand-finger image used in
experiment.

Fig. 9. Example of 100%-size hand-finger image combined
with complex background used in experiment.

the complex background as shown inFig.9.
Tables 1 and 2 show the results of our previous

study[22] and the present one, where numbers 1, 2, 3,
4, and 5 for hand size correspond to 50%, 75%, 100%,
125%, and 150% and resolutions represent those of the
LPM image.

Measures uesed in the present system to improve the
recognition rate include elimination of the background re-
gion, which is unnecessary for recognition; the extraction
of higher order local autocorrelation features from prebi-
nary edges possessing multivalue information, rather than
binary edges; and the use of the nonlinear classification
function of OLVQ1, in which categories in feature space
are separated nonlinearly instead of multiple regression
analysis, which is a linear classification function. As a re-
sult, compared to the average recognition rate of 74.5% in
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Table 1. Recognition rates for various hand sizes when resampling is in log polar coordinates (from [22]).

Hand size 1 2 3 4 5 Mean Standard deviation
Resolution
120 120 70.6% 83.8% 76.5% 82.3% 79.0% 78.4% 5.2
60 60 80.4% 74.1% 78.7% 70.9% 61.0% 73.0% 7.7
40 40 82.1% 79.6% 59.6% 67.1% 66.0% 70.9% 9.6
30 30 79.7% 80.7% 71.0% 77.9% 69.0% 75.7% 5.3

Table 2. Recognition rates for various hand sizes when resampling is in log polar coordinates (Present system).

Hand size 1 2 3 4 5 Mean Standard deviation
Resolution
120 120 84.1% 91.5% 92.3% 93.6% 90.8% 90.5% 3.7
60 60 87.3% 95.5% 95.4% 94.1% 90.3% 92.5% 3.6
40 40 88.4% 95.2% 94.9% 93.8% 92.4% 92.9% 2.8
30 30 88.6% 95.4% 95.1% 95.3% 91.6% 93.2% 3.0

Table 3. Recognition rates for various hand sizes using 10 recognition patterns when resampling is in log polar coordinates.

Hand size 1 2 3 4 5 Mean Standard deviation
Resolution
120 120 78.5% 81.7% 75.7% 74.9% 74.3% 77.0% 3.1
60 60 74.5% 78.1% 73.9% 77.0% 77.4% 76.2% 1.9
40 40 72.9% 79.5% 76.3% 77.9% 80.9% 77.5% 3.1
30 30 74.4% 80.5% 78.9% 79.4% 83.1% 79.3% 3.2

the previous study, an average recognition rate of 82.7%
(an increase of 8.2 percentage points) was attained by iso-
lating the hand region from the background, 86.9% (an in-
crease of 4.2 percentage points) by increasing the higher
order local autocorrelation features from 25 to 35 dimen-
sions, and 92.3% (an increase of 5.4 percentage points) by
using the OLVQ1 learning algorithm. Combined together,
the present system achieves a 17.8 percentage point im-
provement over the previous system. Standard devia-
tions are smaller, indicating that there is less dispersion
in recognition rates caused by variations in hand shape.
The results thus demonstrate the validity of the present
system.

Results of using the present system to recognize the 10
hand shapes inFig.7 are shown inTable 3. The average
was a satisfactory 77.5% recognition rate.

Although the highest recognition rate is obtained us-
ing LPM images of 30�30 resolution, this resolution can
give rise to considerable tracking error, sometimes even
causing tracking failure. Since proper pointing cannot
take place if tracking failure occurs, 60�60 is chosen as
the setting for LPM image resolution. An experiment to
evaluate the tracking performance at 60� 60 resolution,
using an animation of a moving sphere with a 15-pixel
diameter, yielded a mean error of 6.2 pixels, with a stan-
dard deviation of 2.9, and a maximum error of 11.2 pix-
els[22]. Assuming an allowable maximum error roughly
equivalent to the size of the moving object, we can state

Fig. 10. Experiment setup.

that tracking performance is satisfactory for regular point-
ing operations by the user. We then conducted an ex-
periment using a software application that incorporated
mouse functions based on the present method. As shown
in Fig.10, a DVC was positioned to capture the user’s
hands from above at a distance of 120 cm so the captured
image would consist of a rectangular area by 50 cm verti-
cally and 70 cm horizontal.

The image captured by the DVC was transmitted via an
IEEE1394 interface to a PC (Intel Pentium III 500 MHz).
The experiment took place indoors under normal room il-
lumination, with a 360� 240 pixel image size, and 256
hues each for RGB. Prior to the experiment, the four ba-
sic operations of pointing, right click, left click, and mode
switching were matched with hand shapes, and gestures
were registered for the gesturing operation mode.

The results of hand shape recognition were displayed
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on the screen in the shape of a mouse cursor, which served
to notify the user of the recognition results and enabled
corrections easily whenever recognition failure took take.
In this experiment, we were able to achieve an average
speed of 30 ms per frame, which is satisfactory for practi-
cal use.

4. Conclusions

In this paper, we proposed a method to estimate hand
gestures from input images obtained by a monocular cam-
era, which as a noncontact sensor does not impart to the
user a feeling of restraint or awkwardness. The sequen-
tial image is transformed from a Cartesian coordinate sys-
tem to a log-polar coordinate system, and time difference,
space difference, and color information are used to ex-
tract the hand region. Hand shape is recognized by a
neural network in which higher order local autocorrela-
tion features in log-polar coordinate space are learned by
OLVQ1. Aimed at realizing a comfortable user-computer
interface, the system incorporates a pointing function to
achieve direct operation and the ability to recognize sym-
bolic signs from hand motion trajectories. In experiments
using a system consisting of a regular computer and DVC,
tracking of the hand region and estimation of symbolic
signs from extracted frames took place stably at a practi-
cal average speed of 30 ms per frame.
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