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A new fuzzy inference model, SIRMs (Single Input Rule
Modules) Connected Fuzzy Inference Model, is proposed
for plural input fuzzy contro1. For each input item, an
importance degree is defined and single input fuzzy rule
module is constructed. The importance degrees contro1
the roles of the input items in systems. The model output
is obtained by the summation of the products of the
importance degree and the fuzzy inference result of each
SIRM. The proposed model needs both very few rules
and parameters, and the rules can be designed much
easier. The new model is first applied to typical second-
order lag systems. The simulation results show that the
proposed model can largely improve the contro1 per-
formance compared with that of the conventional fuzzy
inference model. The tuning algorithm is then given
based on the gradient descent method and used to adjust
the parameters of the proposed model for identifying
4-input 1-output nonlinear functions. The identification
results indicate that the proposed model also has the

ability to identify nonlinear systems.

Keyword: Fuzzy inferenoe model, Identification, Impor-
tanoe degree, Plural input fuzzy control, Single input rule

module

1. Introduction

  In Mamdani's conventional IF-THEN fuzzy inference
model,`) all the input items of a given system are usually
placed in the anteoedent part of each fuzzy rule. If the sys-
tem has only one or two input items, such a structure is
effective because fuzzy rules can visually be designed on a
rule table. According to this structure, however, both the
number of fuzzy rules and the number of parameters in-
crease exponentially with the number of input items. In
1arge-scale systems, the number of fuzzy rules and the num-
ber of parameters both get very large, and defining the fUzzy
rules becomes a diffTicult task. To reduce the number of

fuzzy rules and the number of parameters, a hierarchical
fuzzy modei) has been proposed which defines sub-level
fuzzy models with two or three input items in each layer.
For setting of fuzzy rules automatically, on the other hand,

several learning algorithmsiS'9) have been reported.
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2. SIRMs Connected Fuzzy Inference Model systems with n inputs and 1 output, the proposed model has
just n SIRMs as shown in Eq.(4).

  A system with n inputs and 1 output is considered here,
for simplicity. And the simplified reasoning method6} is
used. However, the results below are also true for other
inference methods, 1ike the min-max gravity method,`) etc.,
and the model can easily be extended to systems with plural
inputs and plural outputs.

2.1. Conventional Fuzay Inference Model
  For systems of n inputs and 1 output, the j-th rule of the
conventional fuzzy inference model can be expressed as
follows:

         n

     if AND xi- Af then ys cJ ......... (1)
         i.1

Here, xi is the i-th variable in the antecedent part and corre-
sponds to the i-th input item of the system, while y is the
variable in the consequent part and corresponds to the output
item of the system. Aji is the membership function of the
i-th variable xi in the j-th rule, and cj is the real number
 output value of the variable y in the j-th nie. j = 1, 2, ･･･, m
 is the index number of rules, andi= 1, 2, ･･･,n is the index
number of both the input items and the variables of the
antecedent part.

  wnen a set of observation values P?11., is given, the
fUzzy grade of the i-th variable in the antecedent part of the
j-th rule is calculated by Aj"(xi5, and the agreement hj of the
whole antecedent part of the j-th rule is defmed by algebraic
products as Eq.(2). The inference result yO can then be ob-
tained using Eq.(3) from the simplified reasoning method.

      hi- Al(xb "'Af x?')"'Af(X!nl) ....･......(2)
          m

         2 hk'ck
      f-k". .･････････････････(3)

           2 h,
          k.1

  As shown in Eq.(1), in the conventional fUzzy inference
model al1 the input items are usually put into the antecedent
part of each fuzzy rule. Therefore, the maximum number of
fuzzy rules is determined by the number of all the combi-
nations of the membership functions among the different
input items. Even though setting fuzzy rules empirically is
possible for systems with fewer input items, it becomes
extremely diffTicult to establish fuzzy rules when the number
of the input items inereases because al1 of the input items,
have to be taken into consideration in defining each fdzzy
nie.

22. The Proposed Model
  To solve the problems of the conventional fuzzy infer-
ence model, such as the necessity of large number of fuzzy
rules and the diffTiculty in defining fuzzy rules, "SIRMs
Connected Fuzzy Inference Model" is proposed here. IXNo
new concepts are introduced in this new model: one is the
so-called SIRM and the other is the importance degree.
SIRM means a module of single input fuzzy rules. Each
SIRM corresponds to only one separate input item and has
that input item in the antecedent part of its fuzzy rules. For

SIRM-1: (lll: ifM-Aj' then yiscj'l,".:,
----e- -e----

SIRM-i: P{I: ifxi-Aj thenYi'(1fi;7.i
e--"t ---"-

SIRM-n: IR7: ifx..Aj" thenynsejl;!.Ti
---t----e--ee-------te--e-----te- (4)

Here, SIRM-i means the i-th single input rule module, and
Rji is the j-th rule in the SIRM-i. xb corresponding to the
i-th input item of the given system, is the sole variable in
the antecedent part of the SIRM-i. yi is the variable in the
 consequent part of the SIRM-i, and yi, ･･･,yi, '･',yMrvn al1
correspond to the same output item of the given system. Aji
is the membership function of the variable xi in !he antece-
dent part of the j-th rule of the SIRM-i, while cj' is the real
number output value of the variable yi in the consequent part
 of the j-th rule of the SIRM-i. Furthermore, i = 1, 2, ･･･, n is
the index number of the SIRMs or the input items, andj --'
 1, 2, ･･･, mi is the index number of the rules in the SIRM-i.
  If the observation value xiO of the variab!e in the antece-
dent part of the SIRM-i is known, then the agreement hji of
the antecedent part of the j-th rule in the SIRM-i simply
becomes Eq.(5), and the inferenoe result yiO of the SIRM-i
is expressed as Eq.(6).

      hj - AKbe9i) . . . . . . . . . . . . ･ ･ ･ ･ . . . . (5)
         mi

          2 hi･U,
     y, - k",., .................. (6)
          2 hi
          k-1

  Usually, each input item can be considered to play an
unequal role in the system performance. Among the input
items, some may contribute significantly to the system per-
formance while the contribution of others relatively smal1.
Some input items may improve the performance of the sys-
tem more if their roles are strengthened, while others may
not have a positive infiuence on the performance if empha-
sized. Therefore, assigning 1arger weights to those input
items that contribute positively or significantly improve the
system performance, and at the same time assigning smaller
weights to other input items in order to restrain their roles,
would be in accordance with the experts' experience and
would be expected to improve the total performance of the
system.
  However, in the conventional fuzzy inferenoe model all
the input items are treated equally. Although there has been
attempts at tuning the weight of the output value of the
consequent.part of fUzzy rule6) and assigning weights to
fuzzy rules,"'the result is essentially that each input item in
the antecedent part is given an equal weight. To distinguish
the differenoes of the roles of the input items, an importance
degree is introduced for each input item. The value of the
importanoe degree of an input item should be determined
according to its contribution to the system performance. A
1arger importance degree means that the role of its corre-
sponding input item is strengthened, and a smaller one
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means that the role of its corresponding input item is weak-
ened.

  Suppose that the importance degree of each input item is
 given as wt〈i = 1, 2, ･･･, n), the output yO of the proposed
model is then defined as the summation of the products of
the importance degree and the fuzzy inference result of all
the SIRMs. As shown in Eq.(7), the model output is linear
to the reasoning result of each rule module. If the reasoning
result of each rule module is identical, then the ratio of the
contribution of one input item to the model output is con-
trolled by the importance degrees. Therefore, the input items
with larger importance degrees contribute more to the model
output, while the input items with smaller importance de-
grees contribute less to the model output. Moreover, since
the relationship among the input items, defined by the im-
portance degrees, is linearly mapped to the model output, it
is expected that the desired results can be obtained by intui-
tively changing the importance degrees.

          n

      yO-2w,･y? ................. (7)
         i- 1

  If the nominal scaling factor of the output item is taken
into consideration in Eq.(7), then one will notice that the
nominal scaling factor of the output item and the importance
degree of one input item together composite the scaling
factor of the variable in the consequent part of the rules of
the corresponding SIRM. And the importance degree is ac-
tually a part of the scaling factor of the variable in the
consequent part of the rules of the corresponding SIRM.
'Iherefore, tuning the importance degree causes the change
of the scaling factor of the variable in the consequent part
of the rules of the corresponding SIRM. On the other hand,
although the variable of the consequent part from SIRM-1
to SIRM-n is given different names, all the variables corre-
spond to the same output item of the given system. If the
importance degrees are set up to different values from each
other, then the output item actually has different scaling
factors in different SIRMs at the same time. Moreover, if
the nominal scaling factor of the output item is fixed, then
each of these scaling factors of the SIRMs is determined
independently by the corresponding importance degree
which reflects only one input item.
  The importanoe degrees not only connect al1 the SIRMs
into a united whole but also adjust the roles of the input
items. Sinoe the values of the importance degrees are de-
fined independently, it is not necessary to normalize the
summation of all the importance degrees to 1.0. After the
nominal scaling factor of the model output is determined,
the values of the importance degrees can be set by trial and
error, or by learning algorithm to be given later if training
data are possible.

23. Properties ofthe Proposed Model
  In spite of the structure simplicity, the new model has
following attractive properties compared with the conven-
tional fuzzy inferenoe model.

a) Sharp reduction in the numbers of fuzzy rules
  Under the conventional fuzzy inference model, the maxi-
mum number of fuzzy rules is decided by the combination
of the membership functions of all the input items. On the
contrary, the new model consists of SIRMs with the same

Table 1. Maximum number of fuzzy rules.

   NumberofInputItemsConventionalModelProposedModel
   2as10

   312515

   46asco

   53125as

number of the input items, and each SIRM has only one
variable in the antecedent parts of its fuzzy rules. Therefore,
the total number of available fuzzy rules under the new
model equals the summation of the numbers of the member-
ship functions of the input items. This fact leads to a dra-
matic cut in the number of fuzzy rules when the number of
the input items increases. For example, if each input item is
given 5 membership functions, then the maximum number
of fuzzy rules is indicated in Table 1 for the two models
with 2 to 5 input items. Sinoe the number of the parameters
necessary for establishing a fuzzy system depends mainly
on the number of the fuzzy rules, the number of the parame-
ters can also be reduced sharply.

b) Easy design of ftzzy rules
  Even for large-scale systems, each SIRM in the new
model has only one variable in the antecedent part of its
rules. Therefore, there is no need to take all the input items
into consideration for each rule. In designing a fUzzy rule,
exploring the relationship bet'ween the current input item
and the system performance is sufficient. Consequently, es-
tablishing fuzzy rules is expected to become much easier
than before.

c) Desired results are possible by adjusting the importanoe
   degrees
  Although the method6) of adjusting the weight of fuzzy
rules in order to control the role of the rules has been re-

ported, the relationship between the control result and the
rules is not very intuitive. From the viewpoint of control,
directly adjusting the role of the input items instead of the
fUzzy rules corresponds better with intuitive experience. The
proposed model assigns the importance degrees directly to
the input items. By adjusting the importance degrees, the
role of the input items can be strengthened or weakened,
thereby either enhancing or weakening the system perform-
ance. For instance, let's consider the control of a first-order
lag system where the output error and its change are taken
as two input items. If the rise time is to be shortened, then
the importanoe degree of the output error should be strenght-
end. If vibration is to be suppressed, then the importance
degree with regard to the change in the output error should
be stressed.

d) Easy realization of fuzzy chip
  As stated before, the proposed model needs very few
fuzzy rules and parameters. This relaxes the demand on,
memory which used to be a big bottleneck. In addition, since
each anteoedent part of a SIRM includes only one variable,
the fUzzy grade of the variable becomes the agreement of
the antecedent part. Hence, the inference time can be sig-
nificantly shortened. All these factors make a fUzzy chip of
this model an easy possibility.
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3. Control Simulations

  To verify the effectiveness of the proposed model, the
proposed mode! is applied to typical second-order lag sys-
tems.

  The transfer function of the secondDrder lag systems
discussed here is expressed as Eq.(8) where A, B, C are co-
efficients and L is the dead time. In the following simula-
tions, three plants3) listed below, are selected as the control
objects.

                A t･s
                       ･e ............(8)     G(s) n
              +B･s+C

Plant (1) A= 1.228, B = O.6380, C = O.0340, L= O.O
PIant (2) A = 19.54, B = O.4000, C = O.5400, L = O.O
PIant (3) A = O.231, B = O.0994, C = O.O064, L = 1.0

  To realize fOzzy control of the second-order lag systems,
three input items, i.e., the output error xi, the change x2 in
the output error, the secondDrder change x3 in the output
error are usually used as the variables of the antecedent part,
and the change Ay in the rnanipulated variable is as the
variable of the consequent part. Thus, the fuzzy rules of the
conventional model can be constructed as in Table 2. 0n

the other hand, the proposed model is composed of three
SIRMs as shown in Tabte 3. Each SIRM has one of the

three input items as the sole variable in its antecedent. The
sum of the products of the importance degrees and the in-
ference results of the three SIRMs gives the change Ay in
the manipulated variable. Evidently the conventional model
needs 27 rules while the proposed model needs only 9 rules.
Here, the membership functions NB, ZO, and PB are de-
fined in Fig.1. The sampling period is fixed to O.ls.
  For desired value of 60.0, the simulation results are dis-
played separately in Fig.2-4. In the figures, S(65.000,
O.22oo, O.05oo, 1.5000) stands for a set of the scaling factors
of the three input items, and the nominal scaling factor of
the change in the manipulated variable. W(5.5110, 2.8856,
1.9000) is a set of the importance degrees for the three input
items. Furthermore, the dotted !ine represents the desired
value, and the upper and lower curves indicate the controlled
variable and the manipulated variable respectively.
  As shown in Fig.2(a), although the conventional model
can approach the desired value without any steady-state er-
ror, it spends about 10s reaching the desired value from the
control start. On the other hand, from Fig.2(b), the proposed
model shortens the time required to reach the desired value
by about 509o of that needed by the conventional model,
with almost no any overshoot.
   It can be seen from Fig.3 that even though the conven-
tional model reaches the desired value in less than 6s, the
proposed model further reduces the time required to reach
the desired value by more than 309o, and at the sarne
time,causes no steady-state error with just a little overshoot.
   Since Plant (3) has dead time, controlling such an object
is a little more difficult. In Fig.4(a), under the conventional
fuzzy inference model the control object vibrates after
reaching the desired value, The vibration phenomena can be
understood clearly from the curve of the manipulated vari-
able. Nevertheless, the proposed model entirely eliminates
the vibration although the time required to reach the desired
value is about 109o longer.

Table 2. Fuzzy rules of the conventional mode!.

               if xl = NB

     OcmsequentPartAy"     maroPB

     X2ma-1.000-1.000O.667     mo-1.000O.667O.333

     PBO.667O.333o.ooo

     ifXl=ZO

     OonsequentPartAyrs     maroPB

     X2msO.667O.333o.ooo     coO.333o.oooO.333

     PBo.oooO.333O.667

     ifxl=PB

     OonsequentPartAyrs     maroPB

     mmao.oooO.333O.667     roO.333O.6671.000

     PBO.6671.0001.000

Table 3. SIRMs of the proposed model.

  AnteoedentPartn(i=1,Z3)ConsequentPartAyi(i=1,2,3)
  ma-1.0

  coo.o

  PB1.0

ms zo PB

-LO o.o 1.0

1stg.1. Definition of the membership functions.

  Therefore, the above results show that the proposed
model can also significantly improve control performance.
In addition, it can be observed that the scaling factor of the
output error in Fig.2 and Fig.4 was set up very specially.
Since the desired value was 60.0, the same value, 60.0, is
usually taken as the scaling factor of the output error. In the
above simulations, however, such a setting would lead to
bad result using the conventional model. To obtain more
satisfaetory results, the above listed scaling factors were
selected by trial and error. And the same sets of scaling
factors, used in the conventional model, were also adopted

as Journal of Advanced Computational inteSligence Vol.1 No.1 ,1997
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in the corresponding simulations in the proposed model, for better results can be achieved.iO)
fair comparison under completely the same conditions. If
ordinary settings of the scaling factors are possib!e even
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4. System Identification

4.1. TuningAlgorithm
  As shown above, the fuzzy rules of the SIRMs are rather
easily established. However, when the given system gets
complicated, defining the fuzzy rules and the importance
degrees is difficult. So it would be helpfui to be able to
automatically tune al1 the parameters based on the input-out-
put data of the system. The parameters to be tuned here are
those determining the membership funetions of the variable
in the antecedent part, the real number output values of the
variable in the consequent part, and the importanoe degree

of all the SIRMs.

  Suppose that teacher patterns (pairs of input patterns and
desired output values) are given, and the p-th input pattern
and the corresponding desired output value are (xiP, "', xL
 ･･･, x.b and yr?, respectively. If the actual output value of the
proposed model is yOp for the p-th input pattern, then the
evaluation function EP can be defined by Eq.(9). It is well
known by the gradient descent method"S'9) that the evalu-
ation function will converge to its minimum if searching is
done along the reverse direction of the gradient vector of the
function to all the parameters. Based on this knowledge, the

tuning algorithm can be deduced as follows.
  If the simplified reasoning method is used and the mem-
bership function Aj`(xj) of the variable in the anteoedent part
is defined as Gaussian-type in Eq.(10), the increments of the
importance degree wi, the real number output value cji of !he
variable in the consequent part, and the parameters aji, bj' of
the Gaussian-type membership function of the variable in
the antecedent part are obtained by Eq.(11)-(14), respec-
 tively. Here, i = 1, 2, ･･･, n is the index number of the SIRMs,
 j "･-' 1, 2, ･･･, mi, is the index number of the rules in the SIRM-
i. Furthermore, t is the current tuning iteration number, a,
P, y, n are the learning coeffTicients for the different kinds

of the parameters, separately.

      Ep - i[I}i (y', - yS}･)2 . . . . . . . . . . . . . . . . . (g)

     Aftxi)- exp(- S/!L ik !iM 6" )2) ............ (io) AwKt + 1) s a･ (y', - yO)( t))･y9( t) . . . . . . .                                    (11)

 Zic,{〈t+ 1) - P ･ wKt) ･ (yiT, - yOKt)) . -;,lli{!l!
                           2 hiK,)                          ke1

 ..,...................... (12)

 tSaKt + 1) - y ･ wKt) ･ (y', - yO)(t)) ･ (c,i〈t) - y?(t))

        .paiKt) .2t-:.9iiiix!1!IQ)(xeK,)aKt))......(13)         2            tiKt)
        ke1

 ZSbftt + 1) - n ･ wKt) ･ (yT, - yO〈t)) ･ (dKt) - y?(t)) .           . ,2

         . hKt) .JitZ.:.el{QaKt)〉

          S hk,) l b〈t) J         k.1

  ......................... (14)

42. IdentificationSimulations
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Table 4. Identfication result of (Fl).

    'rtialNo.lterationNumberEvaluationErrorMaximumError
    178O.O070O.1718

    2ssO.O048O.1742

    398O.oo75O.1875

    4paO.oo50O.1254

    5"O.O084O.1917

    6esO.O048O.1157

    758O.O043O.1575

    843O.oo58O.1367

    9soO.O044O.1481

    1047O.O091O.1766

Table S. Identincation result of (F2).

    'rlialNo.IterationNumberEvaluationErrorMaximumError
    1107O.O062O.2069

    272O.oo72O.1638

    3"O.O043O.1661

    4115O.oo50O.1616

    5ssO.O063O.1508

    635O.O048O.1798

    7caO.oo54O.1738

    845O.O049O.2382

    993O.oo50O.1897

    10158O.O068O.1963

method required 625 fuzzy rules.
  The proposed fuzzy inference model seems weak for
nonlinear systems. But through tuning, each rule module
comes to have a complicated nonlinear relationship between
its input and output. And furthermore, the importanoe de-
grees also help to form complex relationship among the
input items and the output item. These two operations elicit
the nonlinearity of the proposed model and create a different
input-output characteristic from that of the conventional
model. As a result, the proposed model has the ability to
rather accurately identify systems with strong noniinearity.

systems. Com
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reduce both 
parameters. 
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tifY nonlinear systems.
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5. Conclusions

  The SIRMs Connected Fuzzy Inference Model was pro-
posed for plural input control systems. The model consists
of SIRMs of the sarne number as the input items. Each
SIRM has only one variable in the antecedent part of its
rules. An importance degree is also defined for each input
item. The importance degrees adjust the roles of the input
items aocording to their contribution to the system perform-
ance. The model output is obtained by summing the prod-
ucts of the importance degree and the firzzy inference result

of each SIRM.

  The model was first applied to typical seeond-order lag
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