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A localization system using reflective markers and a
fisheye camera with blinking infrared lights is useful
and safe for mobile robot navigation in an environ-
ment with coexisting humans and robots; however, it
has the problems of low robustness and a small mea-
surable range for marker detection. A large, square-
shaped reflective marker, with solid and dotted edges,
is proposed for more reliable localization of indoor
mobile robots. It can be easily detected using Hough
transform and is robust for occlusion. The coordinates
of the four corners of the square-shaped marker deter-
mine the robot’s localization. Infrared lighting with a
new LED arrangement is designed for a wide measur-
able range via brightness simulation, including the ef-
fect of observation and reflection angles. A prototype
system was developed, enabling the 2D position and
orientation to be detected with an accuracy of 60 mm
and 3◦◦◦, respectively, within a 4 m2 area.

Keywords: localization, mobile robot, retro-reflective
marker, infrared LED, Hough transform

1. Introduction

Recently, service robots have been employed in prox-
imity to humans [1]. Reliably detecting the position of
these robots is a key technology for their general move-
ment. The localization system should also be harmless
and unobstructive to humans. Intelligent visual 3D recog-
nition of natural landmarks, as exhibited by humans, is
the most ideal method and many researchers have utilized
novel algorithms, in combination with cameras or laser
range finders, to achieve this [2–5]; however, they are
not sufficiently reliable for use in various environments.
Methods using artificial landmarks are effective in easily
and reliably locating a robot’s position. Several types of
localization systems have been developed. Visible mark-
ers with special patterns and colors are often used for
robot localization as they can be installed very easily [6–
9]. However, they can be affected by lighting and occlu-
sion. The system utilizing a scanning laser light [10, 11]

is expensive and lacks eye-safety for humans. Active bea-
con systems using ultrasound [12, 13], infrared light [14,
15], etc., exhibit highly reliable and accurate localization;
however, their beacons require a power supply and imple-
mentation tends to be complicated. Although RF waves
are frequently proposed for localization [16, 17], they do
not allow sufficient positional accuracy. From the above,
it can be said that there are few localization systems suit-
able for environments with coexisting humans and robots.

We have already proposed a localization system using
reflective markers for indoor mobile robots [18]; i.e., a re-
liable, safe, and inexpensive marker-based localization
system that uses a camera. A similar system using reflec-
tive markers has also been developed in [19, 20]. How-
ever, they have some drawbacks. For example, the system
in [20] uses 16 cm or 28 cm square reflective AR markers,
with 1 cm or 2 cm square grid patterns, that are attached
to the ceiling at intervals of several tens of centimeters.
These markers are small and their recognition is slightly
complicated. This sometimes causes detection failure or
occlusion by humans/furniture in a room. Another draw-
back is that its measurable range is limited because the
brightness of the reflective markers in the camera image
decreases with distance from the robot. A small mea-
surable range requires many markers with complicated
shapes for recognition, as in the above example, which
is not effective.

Therefore, this paper proposes an improved localiza-
tion system using a new reflective marker, comprising
large and simple shapes, and infrared lighting with a new
arrangement for a wide measurable range.

2. Localization System Using Reflective
Marker

The proposed system is shown in Fig. 1. Retro-
reflective tape, which is commercially used for safety
goods, is utilized as a marker for detecting the robot’s po-
sition. It has many micro-prism structures on the surface,
and these reflect light to its source, irrespective of the inci-
dence direction. Reflective markers on the ceiling are not
obstructive to humans because their color can be matched
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Fig. 1. Proposed localization system using reflective marker.

to the ceiling, and they reflect light toward its source, even
if the lights are visible. They are also inexpensive and eas-
ily installed in existing buildings.

We then attached reflective tape in a large square shape
at a known location on an indoor ceiling. When the
camera on a mobile robot captures an image of the ceil-
ing, the view of this reflective marker is changed accord-
ing to the robot’s position and orientation. Thus, the
position and orientation of the robot can be estimated
by the marker’s position and orientation in the image.
To detect the marker’s orientation, the marker should be
anisotropic. Thus, one side of the square marker was a
solid line and the other sides were dotted lines. This large,
square-shaped marker is robust for occlusion. Four cor-
ners of this marker in the camera image are used to calcu-
late the robot’s position. They can be detected even when
sides or corners of the square marker are partially hidden
by humans/furniture. Details are mentioned later.

Some improvements are made for a wider detectable
range and easier detection of reflective markers. A fisheye
lens is mounted on the camera to capture the marker over
a wide range. Infrared LEDs were also attached around
the camera lens. When the LEDs are turned on, their in-
frared light is reflected toward the camera via reflective
markers, which can capture a very bright image of the
marker. Although infrared light is invisible to humans, the
camera’s image sensor is infrared-sensitive. Surrounding
objects scatter the LED light and hence the image bright-
ness does not significantly change. If the LEDs blink
on/off, the subtracted image of the camera synchronizes
with the blinking LED and can be utilized to eliminate
the background images surrounding the reflective mark-
ers. If the diaphragm of the camera is adjusted for image
brightness in ambient lighting to avoid saturation, the in-
creased brightness of the reflective markers via the blink-
ing LED can be captured. This LED blinking is controlled
by the camera shutter signal. Since the subtracted image
is not significantly affected by lighting and predominantly
contains the marker’s image, image processing for marker
detection is easy and robust. The subtracted image is not
perfect as the marker image and the movement image of
humans due to the difference in image acquisition time
remains. Therefore, we need to apply some image pro-
cessing to isolate the marker.

(a) Known marker position on the
base coordinate system

(b) Detected marker position on
the robot coordinate system

Fig. 2. Geometrical relation between camera image and
robot’s position.

3. Principle of Localization

At least two known positions in the reflective markers
are necessary to determine the 2D position of a robot as
it moves on a flat floor. However, considering higher re-
liability by redundancy, four corner positions of a large
square marker are used to estimate the 2D position and
orientation of the robot (XR,YR,ΘR) on the base coordi-
nate system, as shown in Fig. 2.

Four corner positions (XMi,YMi) (i = 1,2,3,4) on the
base coordinate system are known in advance. When a
large, square-shaped reflective marker is detected in the
visual field of a robot, four corner positions are obtained
as (x′Mi,y′Mi) in the image. A fisheye lens is used and
hence these coordinates are converted to (xMi,yMi) in the
robot’s coordinate system by:[

xMi

yMi

]
=

s
s′

[
x′Mi

y′Mi

]
, s = Z tanθ , . . . . . (1)

s′ =
√

x′2Mi + y′2Mi = fθ

(
s′C
F

)
, . . . . . . (2)

where Z is the height of the ceiling from the camera, θ is
the incident angle to the fisheye lens, F is the focal dis-
tance, C is the pixel size of the image sensor, and fθ ( ) is
the function of lens projection. The coordinate transfor-
mation of the marker position between the base and robot
coordinate system is given by the robot’s position.[

XMi

YMi

]
=

[
cosΘR − sinΘR

sinΘR cosΘR

][
xMi

yMi

]
+

[
XR

YR

]
. (3)

These are eight equations that are redundant for
calculating the position and orientation of the robot
(XR,YR,ΘR) from the four corner positions (XMi,YMi) (i =
1,2,3,4) of a square marker, measured by the camera.
Therefore, we apply the steepest descent method to solve
these equations numerically. The target function is set as:

f j =
1
4

4

∑
i=1

{(
X ′

Mi j −XMi
)2 +

(
Y ′

Mi j −YMi
)2

}
, (4)

where (XMi,YMi) is the known location of four corners of
a marker and (X ′

Mi j,Y ′
Mi j) is the corners’ location calcu-
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lated by Eq. (3), when the robot’s position (XR j,YR j,ΘR j)
is assumed. If the calculated robot’s position approaches
the true value, this target function tends to zero. The
steepest descent method finds the direction in which the
target function decreases most quickly and converges to
the robot’s position, as follows.⎧⎪⎪⎨

⎪⎪⎩
XR( j+1) = XR j − k1

∂ f j

∂ XR
,

YR( j+1) = YR j − k1
∂ f j

∂YR
,

. . . . . . . (5)

ΘR( j+1) = ΘR j − k2
∂ f j

∂ ΘR
, . . . . . . . . (6)

where k1, k2 are coefficients for convergence, and are de-
termined by trial-and-error for smooth and rapid conver-
gence of the robot’s position. Because the measured cor-
ner positions of a marker include some errors, this calcu-
lation is repeated until:∣∣ f j+1 − f j

∣∣ < δ1 and f j < δ2, . . . . . . (7)

where δ1, δ2 are certain thresholds, related to the accuracy
of the converged robot’s position. Generally, the steep-
est descent method has the problem of a local minimum.
However, the target function of this method only evaluates
the position gaps about four corners of a square shape.
This function is very simple and hence is considered to
not have a significant local minimum.

In addition, we can set an arbitrary position as an initial
value; however, setting the last robot’s position can speed
up convergence of the calculation.

4. Lighting Simulation and Prototype System

We created a prototype system, as shown in Fig. 3,
based on the above concept. The specifications of each
part is listed in Table 1. A large square-shaped reflective
marker is made by attaching reflective tapes on the ceil-
ing. For example, the length of a side is 2 m. We used a
camera with a relatively strong sensitivity to near-infrared
light. The projection function of the fisheye lens was cal-
ibrated by measuring the known locations.

The problem is the configuration and directivity of in-
frared LEDs for lighting. They determine the brightness
of the reflective marker in the camera image, i.e., the de-
tectable range of the reflective marker. If all LEDs are in-
stalled upward, the marker image becomes dimmer as the
distance from the camera increases. Therefore, we evalu-
ated the LED arrangement using the brightness simulation
model shown in Fig. 4.

The distribution of the marker brightness on the ceiling
is given by

I(x,y) = ID(r) IL(θ) IO(α,γ), . . . . . . . (8)

where ID(r) is the attenuation by the distance r between
the LED (camera) and the marker, IL(θ) is the directivity
of the LED, and IO(α,γ) is the characteristic of the re-
flective marker by the observation angle α and reflection

Fig. 3. Fisheye camera with LEDs and reflective marker on
ceiling.

Table 1. Specifications of the developed localization system.

Unit Model Maker Specifications

IEEE1394
camera

F-131
B NIR Marlin

2/3 inch CMOS,
8 bit grey scale,
1280×1024 pixels

Fisheye lens FI-23 FIT
Equisolid angle projection,
Focus 2.3 mm,
Covering angle 160◦,
Dia. 28 mm

Main infrared
LED: A

SFH
4235 OSRAM

Peak 860 nm, 3.4 W,
320 mW/sr,
Half angle ±60◦

Sub infrared
LED: B

TSHG
6410 VISHAY

Peak 850 nm, 180 mW,
900 mW/sr,
Half angle ±18◦

Sub infrared
LED: C

SFH
4550 OSRAM

Peak 860 nm, 180 mW,
7000 mW/sr,
Half angle ±3◦

Reflective
marking tape

JV
104E Reflexite Prism type,

Width 50 mm

Fig. 4. Simulation model of marker brightness for LED
arrangement.

angle γ . ID(r) and IL(θ) can be easily obtained by prelim-
inary experiments or product catalogs and are expressed
using approximation curves. IO(α,γ) is nonlinear and not
independent. Although the observation angle α is small,
normally less than 1◦, it strongly affects marker bright-
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Fig. 5. Measured characteristic of marker brightness
IO(α,γ) by observation and reflection angle.

(a) One main LED: A
mounted upwards

(b) 4 main LEDs: A
tilted at an angle of 60◦

(c) 1 main LED: A 0◦,
+30 sub LEDs: C 61◦

(d) 1 main LED: A 0◦,
+8 sub LEDs: B 56◦ ,
+30 sub LEDs: C 61◦

Fig. 6. Simulation results for marker brightness distribution
on ceiling.

ness due to the property of retro-reflection. This charac-
teristic was measured by placing the marker in front of the
camera and changing the tilt angle of the marker and dis-
tance between the LED and camera. The result is shown
in Fig. 5 and is stored in a table for simulation.

Several brightness simulation results using Eq. (8) are
shown in Fig. 6. The area of the marker for the simulation
is 8 m square. The height of the ceiling from the cam-
era is 2 m. Fig. 6(a) shows one main LED (type A) with
a large output and wide directivity, mounted upward at a
distance of 20 mm from the center of the camera lens, and
Fig. 6(b) shows four main LEDs at a distance of 20 mm
around the camera, tilted at an angle of 60◦. We found
that tilting LEDs with a wide directivity had little effect
on increasing the brightness in the far area. After includ-
ing LEDs with narrow directivity and repeatedly simu-

lating combinations and arrangements of several LEDs
(Fig. 6(c) for example), we finally obtained the reason-
able result shown in Fig. 6(d). In this case, three types
of LEDs (Table 1) were used and their mounting angles
changed. One main LED (type A) is mounted upwards at
a distance of 20 mm from the camera. Eight sub LEDs
(type B) and 30 sub-LEDs (type C) with narrow directiv-
ity are added at a tilt angle of approximately 60◦ and a
distance of 36 mm and 45 mm, respectively, around the
camera. Tilted LEDs with narrow directivity are effec-
tive for brightening the far area, although a small lack of
uniformity is seen.

5. Detection of Reflective Marker

Marker detection is the key to reliable marker-based lo-
calization. In our proposed system, the 2D position of a
robot can be estimated by the calculation previously men-
tioned, whereby four corners of a reflective marker in a
large square can be captured.

Only reflective markers can be easily recognized by the
following image processing, even if the image includes
moving persons, lamps, furniture, etc. Fig. 7 shows this
process for the ceiling image of a room.

i. Image distortion by the fisheye lens is previously
corrected for by applying Eqs. (1) and (2) to the
lens projection for each camera image.

ii. A camera image is captured when the infrared
LEDs around the camera is turned on. We can ob-
tain a very bright image of the reflective marker.

iii. In the next moment, a camera image is captured
when the LEDs are turned off; the reflective marker
can scarcely be seen in the image.

iv. Most of the background images can be eliminated
by the subtraction of the above two images when
the LEDs are turned on/off because the brightness
of the background is not changed significantly by
the LED light. However, this is not perfect. Some
objects and noise were left in the image. In par-
ticular, objects near the LEDs remain because they
strongly reflect the LED light.

v. Binarization is applied to remove small noises.

vi. After erosion and dilation are applied to the image,
in this order, the image of the reflective marker dis-
appears because the line image has a narrow width.

vii. We subtracted the previous image without the
marker from the binary image with a marker. A
negative value in each pixel is regarded as zero in
this process. Then, any large noise is removed,
leaving almost only the marker image.

viii. Four lines of the square marker are detected by the
Hough transform and these four lines lead to posi-
tions of the four corners for estimating the robot’s
position.
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(i) Image when LED is on (ii) Image when LED is off

(iii) Subtracted image (i)–(ii) (iv) Binarization

(v) Erosion (vi) Dilation

(vii) Subtracted image (iv)–(vi) (viii) Line detection by Hough
transform

Fig. 7. Image processing to detect large square-shaped re-
flective marker.

The extraction of four lines of a square marker in the
camera image is discussed. The Hough transform is ap-
plied, as shown in Fig. 8, as it is robust against missing
lines in the image due to occlusion or image processing
failure. The line in the image is expressed by:

ρ = xcosθ + y sinθ , . . . . . . . . . . (9)

where ρ is the distance from the origin and θ is the in-
clination angle of a line. Pixels (x,y) in the final binary
image detected by the previous method are voted on the
space of ρ and θ . Because the square marker has four
lines, the four local maxima are found in the voting re-
sults of ρ and θ . Parallel lines among them have the same
angle θ , and the angles θ of the vertical lines are different
by 90◦. The distance between parallel lines is known as
the side length of the square marker, d. Therefore, four

Fig. 8. Detection of four lines by Hough transform.

pairs of voting results of ρ and θ corresponding to four
lines of a square marker can be discriminated by the above
features, as follows.

i. A square marker comprises one solid line and three
dotted lines. The maximum voting point (ρ1,θ1) is
assigned as the parameter of one solid line because
the pixels of a solid line are more than those of a dot-
ted line.

ii. We try to find the local voting peak (ρ2,θ2) corre-
sponding to the dotted line of the opposite side. Ide-
ally, θ2 = θ1, |ρ2 −ρ1| = d because the solid line and
dotted line of its opposite side are parallel and are
separated by the side length of a square marker d.
Thus, we search the local voting peak near θ1, at a
distance of d from ρ1.

iii. One (ρ3,θ3) of two dotted lines perpendicular to the
solid line (ρ1,θ1) is found by searching the local vot-
ing peak near θ1 ±90◦.

iv. Another (ρ4,θ4) of two dotted lines perpendicular to
the solid line (ρ1,θ1) and parallel to the dotted line
(ρ3,θ3) is detected by searching the local voting peak
near θ1 ±90◦ (or θ3) and at a distance of d from ρ3.

v. Four lines (ρn,θn), n = 1,2,3,4, expressed by Eq. (9),
obtain the coordinates of the four corners of the
square marker.

vi. At this time, there are two possible configurations of
the two lines (ρ3,θ3), (ρ4,θ4). One is shown in the
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(a) Experiment (b) Case of Fig. 6(a) (c) Case of Fig. 6(d)

Fig. 9. Measured brightness of fisheye image of reflective tape.

upper-right figure of Fig. 8, and the order of the cor-
ners is ABDC (clockwise). The two lines are reversed
in another configuration, and the order of the corners
becomes BACD. These can be determined by the sign
of −→AB×−→AC and four corners can be assigned to the
known corner positions (XMi,YMi) (i = 1,2,3,4) on
the base coordinate system.

vii. Additionally, when the four voting peaks with votes
more than a certain threshold are not found, it is re-
garded as a failure for reliable localization.

6. Experiments

6.1. Brightness of Reflective Marker Image
First, the performance of the infrared LED lighting was

verified as it is key for a wide detectable range of the re-
flective marker. The actual brightness of the marker in
the camera image was measured by attaching reflective
tape, 5 cm wide and 4 m long, to a ceiling 2 m above
the camera. The current of each LED was 150 mA, and
the light-on and light-off times were 40 ms and 120 ms,
respectively. The diaphragm of the camera was adjusted
so that the image brightness did not exceed the maximum
greyscale for each experiment. Marker images were cap-
tured by rotating the camera every 15◦ and their over-
lapped image is shown in Fig. 9. Examples of the de-
tailed distribution of the measured brightness along one
line (x-axis) are shown in Fig. 10. The profile of the
brightness almost corresponds well with the simulation.
It is seen that the proposed arrangement using three types
of LEDs (Fig. 6(d)) can extend the bright area up to ap-
proximately 4 m.

6.2. Robustness of Marker Detection
Next, the robustness of the proposed detection method

of a large square-shaped marker against occlusion was
evaluated. The real image of the marker in Fig. 7(vii) was
tested as an example. The image size is 1280 × 1024 pix-
els and, in the image, the side length of the square marker
is approximately 200 pixels. We investigated whether the
four sides of the square marker could be detected after

(a) Case of Fig. 6(a) (b) Case of Fig. 6(d)

Fig. 10. Example of measured brightness distribution along
one line.

(a) Delete the dotted side (b) Delete the corner of
dotted sides

(c) Delete the solid side (d) Delete the middle part
of the solid side

Fig. 11. Limit of marker detection against occlusion.

deleting a part of the marker image. In the Hough trans-
form, the threshold for voting peaks was set to 80 pixels.
To search for parallel or vertical lines, the distance and an-
gle errors were set to ±10% of the side length and ±10◦,
respectively. We gradually removed more of the marker.

Figure 11 shows the results of the detection limit
against occlusion. Mark images are enlarged by a fac-
tor of almost two in the figure. It can be found that our
proposed method can detect lines even when occlusion
is approximately half of each side of the marker. Al-
though a single occlusion was tested this time, the detec-
tion method works with multiple occlusions by the com-
binations of Figs. 11(a)–(d) as the voting peaks of the
Hough transform are determined by the number of pixels
on each side of the marker image.

We explain the detection limit in each case. When
the image lacks part of the dotted lines, as shown in
Figs. 11(a) and (b), the detection limit depends on the
threshold for voting peaks. The side missing a larger part
of the dotted line can be detected by the smaller threshold;
however, it is easily affected by noise. When the image
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Y

X

MM YX

MM YX MM YX

MM YX

Markers are seen shining due to flash photography

Fig. 12. Set-up for localization experiments.

lacks part of the solid line, as shown in Figs. 11(c) and (d),
the detection limit corresponds to the confusion of the dot-
ted sides, i.e., the voting peak of the solid side with occlu-
sion becomes smaller than that of the dotted side. This
can be improved slightly by increasing the width of the
solid side.

6.3. Position and Orientation Measurement
Localization experiments were conducted using the

prototype system shown in Fig. 12. Reflective tapes 5 cm
wide were attached to the ceiling at 2 m above the cam-
era. The side length of the square marker was 2 m. A flu-
orescent lamp was also equipped near the marker and the
local illuminance was approximately 100 lx. The current
of each LED was 150 mA and the light-on and light-off
times were 60 ms and 140 ms, respectively. The LEDs
were synchronized by a camera with a framerate of 10 fps
and an exposure time of 60 ms. Positions and orientations
were measured at places “a–h” in Fig. 12. They cover
half the area around the marker. Orientations were mea-
sured every 30◦ at each location by rotating the camera.
These results are shown in Figs. 13 and 14. The measure-
ment errors were less than 60 mm for position and 3.0◦
for orientation; this is acceptable for mobile robot local-
ization. It was also shown that the square marker with a
side length of 2 m on the ceiling 2 m above the camera
enables a measurable area of 4 m square for localization.

The localization error is analyzed as follows: the main
errors caused by the calibration error of the fisheye lens,
tilting of the camera mount, and detection error of the four
corners of the square marker. These directly affect the lo-
calization error because the known marker position on the
base coordinate system and the detected marker position
on the robot coordinate system are compared to estimate
robot localization as shown in Fig. 2.

After calibrating the projection function of the fish-
eye lens, its error reached a maximum of 36 mm for
the ceiling 2 m high, within 3 m (angle of view ±56◦)
from the point above the camera. Although this fisheye
lens can obtain wide image of the ceiling within approxi-
mately 10 m from the camera, the calibration error at the
position over 3 m becomes quite large. Tilting the camera
mount increases the projection error. For example, a tilt-
ing angle of 0.1◦ causes a position error of 11 mm, 3 m

Y

X

Fig. 13. Result of position measurement.

 

Fig. 14. Result of orientation measurement every 30◦ at
locations “a–h.”

from the camera, on a ceiling 2 m high. Detection of the
four corners of the marker had an error of several pixels in
the image because of the width of the marker. This corre-
sponds to several tens of millimeters because the marker
size of 2 m is approximately 200 pixels in the image. The
errors of all four detected corners rarely shift in the same
direction (translation or rotation) and hence, the localiza-
tion error is less than their errors. If all four detected cor-
ners have an error of 50 mm in the same rotational direc-
tion, this causes an orientation error of 2.0◦ of the robot.
The installation error of the marker on the ceiling can be
less than several millimeters.

Considering the above errors, the measurement er-
ror from the localization experiments can be considered
reasonable. The localization accuracy of the proposed
method is the same as that of conventional systems us-
ing reflective markers. For example, the system in [19]
achieved a position error of 19.4 mm and an orientation
error of 1.64◦ in the range of 1 m2, using an AR-like
marker with a size of approximately 18 cm2 on the ceil-
ing 1.5 m above the camera. Another system in [20] ob-
tained an average localization error of 150 mm and 8◦
when the robot moved 18 m, using approximately 80 AR
markers in the range of 1.2 × 18 m on a 1.2 m high ceil-
ing. Their markers are small and slightly complicated for
robust detection. Comparing their systems, our proposed
system will decrease the number of markers per unit area
because the measurable range with reasonable localiza-
tion error using one marker is wider.
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7. Conclusions

A large, square-shaped reflective marker with solid and
dotted lines has been proposed for more reliable local-
ization of indoor mobile robots using a fisheye camera
with blinking infrared lights. We have shown the detec-
tion method of this marker by image processing using the
Hough transform and the calculation of the 2D robot’s po-
sition and orientation from the four corners of the marker.
In addition to the large size of this marker, easy detec-
tion via the Hough transform is robust for occlusion. To
improve the measurable range, lighting with a new LED
arrangement has been designed using a brightness simula-
tion, including the effect of the observation and reflection
angles of the marker. It was found that tilted LEDs with
narrow directivity are effective for brightening the far area
in the simulation. The lighting was a combination of three
types of LEDs, with different directivities and mounting
angles; we verified that it can, to some extent, uniformly
brighten the marker on the ceiling several meters square.
Finally, a prototype system was developed, which enabled
the position and orientation to be detected every 0.1 s,
with an accuracy of 60 mm and 3◦, respectively, in a wide
area of 4 m2.

This system is sufficient for the navigation of a mo-
bile robot in a room of several square meters. Square-
shaped markers with different patterns are needed for a
wider area; however, increasing the types of markers and
detection robustness have a trade-off relation. Therefore,
the combination of this large square-shaped marker and a
small marker with an ID code, as an AR marker, is de-
sirable and realistic for wider and global localization. In
addition, we assume that the ceiling is flat and not tilted
in our proposed method. If the ceiling is tilted, the im-
age of a square-shaped marker becomes a quadrangle;
our method has the possibility of application to this case
by adjusting it to detect four lines of the marker via the
Hough transform. This will be future work.
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