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Several studies of input interfaces capable of recogniz-
ing the gestures have been conducted but most of them
use the user’s fingers to enter the position data. These
finger-based input interfaces are difficult to provide a
so-called click & drag function (as in a mouse) and
some of them request for the user to take uncomfort-
able gestures. When people pinch any objects, how-
ever, basically their thumb and index finger come into
contact with each other or separate them from each
other. These pinching gestures provide superior ben-
efits as the gestures, which may contribute to the in-
put interfaces. This study proposes the method for
detecting 3D finger positions and estimating 3D hand
postures in pinching gestures based on information on
depth images captured by a depth sensor, especially
from the viewpoint of robot design. That produces
benefits including button-clicking-like input operation
by means of contact between the fingers; user’s com-
fortable gestures as in daily life; clicking action inde-
pendent of input of positions and postures; and clear
identification between ON and OFF. As the evalua-
tion of the 3D input interface proposed here, the au-
thors design real products with the system and a 3D
printer, suggesting that the users can design precise
and fine 3D objects with his/her comfortable daily ges-
tures with highest usability.

Keywords: three-dimensional input system, pinching
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1. Introduction

“Strati” [1], for instance, is the world’s first 3D-printed
electric car, and was manufactured using a large-scale 3D
printer. Not only car body and car components, however,
but also robot body and the body components should be
together designed with design, function, and features so
as to provide safety, comfortability, and highest usabil-
ity. But it always needs skilled hands with a lot of time,
labors, and costs. Three-dimensional input system with
highest usability is needed for that.

To become skilled in the use of tools, typified
by 3DCAD and 3DCG [2–7], for drawing the three-

dimensional shapes of objects on a computer, high-level
of expertise and skill are often required. One of the rea-
sons is less intuitive property of input interfaces as in-
put devices, such as a mouse device, in designing three-
dimensional objects. Against the recent background of
widespread of 3D technology in output devices, as seen in
familiarization of 3D display techniques and commercial-
availability of inexpensive 3D printers, the demand for in-
tuitive 3D input interfaces has risen. It is desirable that
these interfaces enable any gestures that people take in
the real world to be entered with no need for a special
input device to ensure their intuitiveness. To satisfy this
requirement, input interfaces need to recognize the daily
and common gestures by people. Several studies of input
interfaces capable of recognizing the gestures have been
conducted but most of them use the user’s fingers to en-
ter the position data [8–11]. These finger-based input in-
terfaces are difficult to provide a so-called click & drag
function (as in a mouse) and some of them request for the
user to take uncomfortable gestures [12–15]. To address
this problem, our study focused on pinching gestures.

When people pinch any objects, basically their thumb
and index finger come into contact with each other or sep-
arate them from each other. These pinching gestures pro-
vide superior benefits as the gestures, which may con-
tribute to the input interfaces. These benefits include
button-clicking-like input operation by means of contact
between the fingers; user’s comfortable gestures as in
daily life; clicking action independent of input of posi-
tions and postures; and clear identification between ON
and OFF.

Wilson et al. have proposed the method for recognizing
pinching gestures using a RGB camera as one of GUI op-
eration methods in the desktop environment [16, 17]. This
method makes elliptical approximation for internal region
defined by the thumb and index finger and detect the po-
sition and posture based on the obtained information on
the long and short axes of the ellipse. However, only data
on relative variation for the posture parameter can be ac-
quired; accordingly, it is unsuitable for delicate input.

Moreover, Fukuchi et al. have incorporated the pinch-
ing gesture recognition function in gesture input for the
table-top entertainment system [18, 19]. They uses such
technique that the gravity center of the internal region de-
fined by the two fingers is assumed to be the coordinate
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Fig. 1. Configuration of the system.

for position input, a line connecting the gravity centers of
the internal region and the arm region is used as posture
input. Assuming that multiple users use the system simul-
taneously, this technique provides high-speed processing
and allows for the detection of postures in the absolute
direction; however, it detects the postures in only the di-
rection close to the arm and does not capture the delicate
movements of the fingers. In addition, both of the studies,
which define the positions based on the gravity center of
the internal region defined by the two fingers, are inca-
pable of detecting these positions themselves.

This study therefore proposes the method for detecting
3D finger positions and estimating 3D hand postures in
pinching gestures based on information on depth images
captured by a depth sensor. Moreover, the authors propose
a 3D input interface using the method proposed here.

2. Configuration of System

The system configuration is as shown in Fig. 1. As
known from this figure, the image of a user’s hand is cap-
tured by a depth sensor attached to the top of a moni-
tor. The sensor DepthSense 325 (SoftKinetic) is used.
This inexpensive Time-of-Flight (TOF) type depth sen-
sor is capable of capturing the images with a resolution of
320×240 pixels at max. 60 fps.

System input is depth map data, in which 3D coordi-
nates are defined for each of pixels acquired by the depth
sensor. In the output, the finger positions, hand posture,
and whether the fingers are in contact with each other or
not are detected in pinching gestures as shown in Fig. 2.

3. Pinching Gesture Recognition

3.1. Filtering
The depth information acquired by the depth sensor has

mixed noises and across the image is preprocessing for

 
 
 
 
 

Fig. 2. System output.

Fig. 3. Noise cancellation using the filters.

 
 
 
 
 
 

(a)               (b)                (c)                (d) 

Fig. 4. Depth-gradient-based extraction of the contour region.

noise cancellation and smoothing using median and Gaus-
sian filters, as shown in Fig. 3.

3.2. Extraction of the Internal Contour Regions
To detect pinching gestures on the images, a focus is

placed on the closed space defined by the fingers. To ex-
tract this close space as a region on the image, the depth
gradient between the individual pixels on the depth image
is used. The gradients in the x and y direction are cal-
culated for the individual pixels on the noise-cancelled
images using a 3 × 3 Scharr filter and the norm of the
obtained 2D gradient vector is assumed to be the gradi-
ent value for individual pixels. Then, binarization is per-
formed based on the gradient values across the image,
making it possible to extract the region corresponding to
the hand contour as shown in Fig. 4.

Next, whether any pinching gestures are taken or not is
detected. The contour regions are compared between the
present and previous frames and the number of pixels of
the region separated from the largest contour region is cal-
culated. If the calculated value is larger than or equal to
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Fig. 5. Plane approximation.

the threshold, it is determined that two fingers are in con-
tact with each other, namely a pinching gesture is taken.
The detailed parameters for the pinching gesture are cal-
culated based on the internal contour region as shown in
Fig. 4(c), which is detected in this process. If the area of
the separated contour region is smaller than the threshold,
it is determined that no pinching gesture occurs.

3.3. Plane Approximation by Multi-Regression
Analysis

To estimate the hand posture, the shapes of the hand
in the proximity of the fingers are approximated in a 3D
plane based on 3D information on the hand and fingers
around the internal contour as described in Section 3.2.
The sampling points for the hand are extracted to use in
approximation. First, the convex hull area of the inter-
nal region is obtained. Then, the original convex hull area
and the whole contour region found in Section 3.2 are sub-
tracted from the region obtained from addition of image
expansion gain to the area to extract the region as shown
in Fig. 4(d). The pixels within this region form a group
of points, which have 3D coordinates, together, making it
possible to approximate the group of points in the special
plane by multi-regression analysis using the least-square
method, as shown in Fig. 5.

3.4. Extraction of Feature Points
To determine the finger positions and hand postures,

some feature points are defined in the plane obtained Sec-
tion 3.3. First, the gravity center is calculated on the depth
image based on the concave hull area obtained Section 3.3
and the point in the 3D space obtained by projecting the
found gravity point into the 3D approximation plane is
assumed to be O. Second, a sphere, which may cover
the finger region around this O point, is defined and the
point close to the boundary of the sphere is extracted to
extract the region around the wrist. Third, the point ob-
tained by projecting the gravity center into the plane is
defined as the point W, which indicates the wrist position,

 
Fig. 6. Relationship between the internal contour region and
the feature points.

in the same manner as that in obtaining the point O for
this region. Fourth, out of the vertexes of a quadrate hav-
ing a line segment OW connecting the points O and W, as
a diagonal, a point B on the back of the hand is defined
to be B. Finally, among the pixels within the internal con-
tour region obtained in Section 3.2, the point obtained by
projecting the furthermost point from the point B into the
approximation plane is assumed to be the point P. This
point P is defined to be the position coordinate for the fin-
ger and used as system output. Moreover, assuming that
the vector −→OP be a directional vector and the normal vec-
tor in the approximation plane be an upward vector, the
3D hand postures may be defined in the approximation
plane, as shown in Fig. 6.

4. Pinching Gesture Detection by Finger Detec-
tion

When the fingers are not in contact with each other, the
internal contour region as shown in the Section 3 cannot
be extracted, leading to failure to define the finger position
and hand postures. To address this problem, the finger po-
sitions are detected from the depth image and the contour
region is cut off based on the finger position, making it
possible to detect almost the same region as that obtained
when the fingers are in contact with each other.

5. Pinching Gesture Recognition

5.1. Extraction of Feature Points

When the fingers are not in contact with each other, the
finger positions and hand postures cannot be defined be-
cause the internal contour region as shown in the Section 3
may not be extracted. The finger positions are detected on
the depth image and the contour region is cut off based on
the obtained finger positions, making it possible to detect
almost the same region as that obtained when the fingers
are in contact with each other.
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5.2. Finger Position Detection Using Image Isola-
tion Levels

The finger positions on the depth image correspond to
the end point or extremal point when seen from the hand
region. A large difference in depth may be observed be-
tween the pixels containing these points and the pixels in
the proximity of them. To avoid this difference, the pro-
cedure described below is followed to evaluate the differ-
ence in depth between the individual pixels and those in
the proximity of them and the finger region is extracted
based on the values obtained from the evaluation.

First, 32 line segments radially extending from the tar-
get pixels on the depth image are defined. The lengths of
these line segments are fixed in the 3D coordinate system
and their size are preset to that about three times the actual
finger size. Second, the individual pixels corresponding
to the line segments and the target pixels are compared. If
one or more pixels, of which difference in depth from the
target pixels is larger than or equal to the thresholds, are
detected among the pixels on the line segment extending
toward one direction, it is assumed that the target pixels be
isolated in the direction. In contrast, if the differences in
depth between the pixels on the line segment and the tar-
get pixels are all within the threshold, they are assumed
to have smooth continuity. This evaluation is performed
on the line segments extending in 32 direction and the
isolation levels of the target pixels from the pixels in the
proximity of them are quantified using the grades of each
32 direction. These values are conveniently referred to as
isolation levels and the isolation levels for the individual
pixels are used for finger region extraction.

A schematic diagram explaining isolation evaluation is
shown in Fig. 7. The center points shown in Figs. 7(a)
and (b) represent the target pixels. The line segments in
16 directions are conveniently defined and the isolation
levels for the target pixels are quantified; for example, out
of 16 line segments, 15 segments are isolated in Fig. 7(a)
and 10 segments in Fig. 7(b).

5.3. Extraction of Finger Positions and the Internal
Region

To obtain the distribution of the end region as shown in
Fig. 8(a), the isolation evaluation is performed on all the
pixels of the depth image. The region, which is rich in
higher isolation level of pixels, corresponds to the finger
region. The gravity center of the pixel area (Fig. 8(c)),
which belongs to both of a high isolation region and the
contour region, is selected among the points most close
to the tips of the fingers in the region, making it possible
to detect he finger positions as shown in Fig. 8(d). This
method independent of the hand silhouette shape is capa-
ble of detecting robustly the finger positions even from the
area where any change in hand posture and finger position
is difficult to detect. Finally, the pseudo internal region is
extracted by separating the gradient region based on the
line segment connecting the thumb position point and the
point of the finger most close to the thumb point (Fig. 9).
This region can be treated in the same manner as that of

 
(a) 

 
(b) 

Fig. 7. Isolation evaluation.

 
 
 
 
 
 
 
 

 

(a)                (b)                (c)                (d) 

Fig. 8. Finger position detection based on the isolation dis-
tribution.

Fig. 9. Pseudo internal contour region.

the internal contour region, making it possible to define
the feature points. This enables the finger positions and
hand posture to be estimated even when the fingers are
not in contact with each other (Fig. 6(b)).
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Fig. 10. An image viewed on the screen during the evalua-
tion test.

6. System Evaluation

6.1. Time Required for Data Entry
As illustrated in Fig. 10, the subjects were asked to ma-

nipulate an object in a virtual space viewed on a computer
screen and place it in a pre-determined position with given
posture to measure the time required for them to finish
this task. In this experiment, the subjects were asked to
perform the same task as mentioned above using two dif-
ferent techniques; one being proposed one and the other
being GUI manipulation using a computer mouse. The
measured times were compared to evaluate the usefulness
of the proposed technique as an input interface.

On the screen visible to the subjects, a virtual 3D space
as shown in Fig. 10 appears with an animal figure and a
translucent object therein. The subjects changed the po-
sition and posture of the animal to be manipulated using
drag-and-drop operation by means of pinching gestures
so as to fit on the target object. On the other hand, to
perform GUI manipulation, the GUI viewed around the
animal to be manipulated is operated by computer mouse
drag-and-drop operation. GUI manipulation allows us to
enter information on the position and posture of the an-
imal independently with six degrees of freedom. These
two techniques are used to move the animal closer to the
target object. Once the position and posture of the animal
have gotten closer to those of the target object at a certain
level or more, the task finishes and the next target object
appears. This matching task was repeated on the third tar-
get object and the amount of time required was calculated.
Assuming that this task was one experimental session, the
subjects were asked to use two different input techniques
to perform the task ten times. Three university students
(two males and one female) served this experiment.

The result of the experiment is shown in Table 1. It was
verified in all the three subjects that the proposed input
technique required less time to perform the tasks than the
mouse-based GUI input technique. The average of times,
which the proposed technique required to perform tasks
ten times, was less than one-third of that of the mouse-

Table 1. Average time required to perform the task for each
subject.

Computer mouse Proposed method
Subject A 105.2 s 27.7 s
Subject B 129.2 s 42.9 s
Subject C 123.4 s 28.7 s

based technique in all the three subjects. Thus, it may be
concluded that the proposed input technique is very use-
ful in performing the tasks such as manipulation of 3D
objects as a 3D input interface. Moreover, from the view-
point of a small difference in working hours between the
subjects and less requirement of proficiency, the proposed
system could be said to be an intuitive-type interface.

In the earlier system [20] proposed by the authors, to
detect the directions of pinching gestures, a closed region
defined between the thumb and the middle finger was al-
ways used. Specifically, the directions of pinching ges-
tures could be detected only when “the system is assumed
to be ON.” For this reason, the directions of pinching ges-
tures could not be estimated as long as the closed region
was detected by a depth sensor. Moreover, only five points
within the region defined between the thumb and the mid-
dle finger were used. Accordingly, the directions could
not be detected favorably. In contrast, the proposed input
technique does not necessarily require the closed region
defined between the thumb and the middle finger, while
taking advantage of multiple points within the region, al-
lowing us to detect the postures at high precisions even if
the hand is considerably departed from the depth camera.

6.2. An Example of Figures Created by Pinching
Gestures

Figure 11 shows an example of 3D figures created by
a subject, who has skilled in the proposed system, using
pinching gestures. In the figure, some figures were cre-
ated by drawing according to the shape data on the display
screen and the other by outputting the shape data on a 3D
printer. All the figures, which have complicated shapes,
were created by pinching gestures over 4 to 5 hours only.
It can be well understood that the proposed system allows
us to create intuitively complicated 3D figures.

7. Conclusion

High-level of expertise and skill are often required,
so as to become skilled in the use of tools, typified by
3DCAD and 3DCG, for drawing the three-dimensional
shapes of objects on a computer. One of the reasons is
less intuitive property of input interfaces as input devices,
such as a mouse device, in designing three-dimensional
objects. Against the recent background of widespread of
3D technology in output devices, as seen in familiariza-
tion of 3D display techniques and commercial-availability
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Fig. 11. Examples of designed 3D shapes with gestures and
3D-printed figures.

of inexpensive 3D printers, the demand for intuitive 3D
input interfaces has risen. It is desirable that these inter-
faces enable any gestures that people take in the real world
to be entered with no need for a special input device to en-
sure their intuitiveness. To satisfy this requirement, input
interfaces need to recognize the daily and common ges-
tures by people. Several studies of input interfaces capa-
ble of recognizing the gestures have been conducted but
most of them use the user’s fingers to enter the position
data actually. These finger-based input interfaces are dif-
ficult to provide a so-called click & drag function (as in
a mouse) and some of them request for the user to take
uncomfortable gestures.

To address this problem, this study focused on pinch-

ing gestures. When people pinch any objects, basically
their thumb and index finger come into contact with each
other or separate them from each other. These pinching
gestures provide superior benefits as the gestures, which
may contribute to the input interfaces. These benefits in-
clude button-clicking-like input operation by means of
contact between the fingers; user’s comfortable gestures
as in daily life; clicking action independent of input of
positions and postures; and clear identification between
ON and OFF.

Focusing on finger pinching gestures as an intuitive 3D
input interface for working in a 3D virtual space, this
study has proposed an interface, which enables the finger
positions and hand postures to be input simultaneously us-
ing the pinching gestures. The proposed method, which
allows the finger positions and hand posture to be recog-
nized with no pinching gesture, may use the information
on whether the fingers are in contact with each other or
not as input independent of the finger positions and hand
postures.

As the evaluation of the 3D input interface proposed
here, the authors design the real products with the sys-
tem and a 3D printer, suggesting that the users can de-
sign precise and fine 3D objects with his/her comfortable
daily gestures with highest usability. This kind of 3D in-
put device will help engineers design the robot body and
the components, without their skilled hands, a lot of time,
labors, and costs.
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