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This study aims to improve the accuracy of landslide
detection in satellite images by combining two object
detection models based on a faster region-based con-
volutional neural network (Faster R-CNN) with a clas-
sification decision tree. The proposed method com-
bines the predicted results from the two Faster R-CNN
models and classifies their features with a classifica-
tion decision tree to generate a bounding-box that sur-
rounds the landslide area in the input image. The first
Faster R-CNN model is trained by using a training set
of color images (RGB images). The second model is
trained by using grayscale images that represent dig-
ital elevation models (DEMs). The results from both
models are used to construct features for training a
classification decision tree. The resulting bounding-
box is selected from the following four classes: the
box obtained from the RGB model, the box obtained
from the DEM model, the intersection of those two
boxes, and the smallest box that contains the union of
them. The evaluation results show that the proposed
method is better than the RGB model in terms of ac-
curacy, precision, recall, F-measure, and Intersection-
over-Union (IoU) score. It is slightly better than the
DEM model in almost all evaluation metrics, except
the precision.

Keywords: Faster R-CNN, classification decision tree,
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1. Introduction

A landslide is a dangerous natural disaster that oc-
curs in extensive areas, especially mountainous regions.
According to a report of the World Health Organiza-
tion (WHO), from 1998 to 2017, landslides caused al-
most 20,000 deaths and affected about five million people
worldwide [1]. Therefore, preventing damage, and moni-
toring and identifying landslide-prone areas are crucial in
risk assessment, reduction, and management. The mon-
itoring system can be done locally, such as deploying a
sensor network [2], or remotely, such as analyzing satel-
lite images [3] or using an unmanned aerial vehicle (UAV)
attached with digital cameras [4].

Recently, machine learning and neural-network-based
approaches have been applied for landslide detection [3,
5–7]. The results obtained from these research findings
are promising.

A state-of-the-art method in this area has shown that
combining pieces of information from a satellite image
and the digital elevation model (DEM) to train a convo-
lutional neural network (CNN) can significantly improve
the overall performance [8]. Inspired by that work, we
have hypothesized that instead of combining information
at the input-data level, combining the results of two mod-
els at the output level may improve the overall perfor-
mance. Thus, this paper tests this to experimentally show
that the idea of combining two models can improve the
accuracy over that obtained by a sole model.

To the best of our knowledge, our combination of two
models for monitoring landslides has not been reported
in the literature. In this work, we implement two Faster
region-based CNNs (Faster R-CNNs) that take different
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Fig. 1. Structure of a Faster R-CNN.

input-image types and detect landslide areas in images.
Then, a simple classification tree is developed to combine
the results from the two models.

The rest of this paper is organized as follows. Sec-
tion 2 describes the background knowledge used for the
proposed method, the Faster R-CNN and the classifica-
tion decision tree. Section 3 provides the details of the
proposed framework. The experiments, results, and eval-
uations are given in Section 4. The discussion is in Sec-
tion 5, and Section 6 concludes this work.

2. Background

This section provides a short review of the Faster
R-CNN and the classification decision tree, which are the
basis of our proposed method.

2.1. Faster Region-Based Convolutional Neural
Network (R-CNN)

A state-of-the-art object detection network based on a
convolutional neural network is the Faster R-CNN [9].
It is an improvement of the conventional fast R-CNN [10],
which detects objects and shows the results by drawing
rectangular boxes around the detected objects. The Faster
R-CNN is improved from the fast R-CNN by replacing
the part that generates regions of interest with a region
proposal network (RPN).

The architecture of the Faster R-CNN is illustrated
in Fig. 1. The Faster R-CNN first generates a fea-
ture map by convoluting the input image. The convolu-
tional neural network used in this project is a pre-trained
ResNet-50 [11], which is trained from the ImageNet
database [12]. The RPN uses boxes, called anchor boxes,
to slide on the whole image, generating the object propos-
als. Then, the Faster R-CNN resizes the feature maps to a
dimension that matches the input dimension of fully con-
nected layers. Finally, the fully connected layers classify
the objects and regress to box bbb, which is the output, as
shown in Fig. 1. Box bbb is composed of five elements: p,
x, y, w, and h, as depicted in Fig. 2. The first element p
is a confidence score that represents the probability of the
object inside this box. x and y are the coordinates of the
left-corner point, and w and h are the width and the height
of the box, respectively.

Fig. 2. Results of the Faster R-CNN, bounding box bbb with
five elements.

2.2. Classification Decision Tree
The classification decision tree is a predictive model

where the target variable is discrete [13]. This study uses
the classification tree because of its advantages concern-
ing the tree construction cost and the classifying speed of
new data. Also, for simple data sets, its accuracy is ac-
ceptable [14]. In terms of the tree structure, leaves are
class labels, and branches are feature conjunctions that
lead to the leaves. Thus, the classification tree is a col-
lection of rules that map a set of explanatory variables (or
an attribute set) to a response variable (or a class). These
rules are formulated by a process called recursive parti-
tioning [13].

Let Dt denote the set of training records (i.e., the at-
tribute set and a class) that are associated with node t.
Let y denote a set of class labels, i.e., y = {y1,y2, . . . ,yc}.
The two basic steps applied for growing a decision are as
follows [15].

1. If all records in Dt are in the same class yt , then t is
a leaf labeled as yt .

2. If records in Dt belong to more than two classes, the
records are partitioned into two smaller subsets by
applying an attribute test condition. Thus, two chil-
dren of t are created. Each subset of Dt is associated
with each child depending upon the outcome of the
test condition. Then, both steps are recursively re-
peated and applied to each child.

3. Proposed Framework

The proposed framework consists of three parts, which
are the two Faster R-CNN models, feature vector con-
struction, and a classification tree model, as illustrated in
Fig. 3. In Fig. 3, the RGB image and the DEM image are
the inputs. The first Faster R-CNN model is trained to de-
tect a landslide in an RGB satellite image. Thus, it takes
an RGB satellite image as the input. It outputs a rectangu-
lar box that bounds a landslide area. Similarly, the second
Faster R-CNN model is trained to detect a landslide in
a grayscale image representing a digital elevation model
(DEM) at the same location as the RGB satellite image
that was fed to the first Faster R-CNN. Thus, it takes a
DEM image as the input and produces another rectangu-
lar box as the output. Both Faster R-CNNs share the same
structure, as shown in Fig. 1.
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Fig. 3. Proposed framework.

The output boxes from the first part are input into the
feature vector construction that generates a feature vec-
tor of four components. Let the RGB and DEM out-
put boxes be denoted by bbbR = [pR xR yR wR hR ]T and
bbbD = [pD xD yD wD hD ]T, respectively. Let IoU(ααα,βββ) de-
note the results of performing the Intersection-over-Union
(IoU) operator on ααα and βββ [6], which are formulated as

IoU(ααα,βββ) =
| ααα ∩βββ |
| ααα ∪βββ | , . . . . . . . . . (1)

where | ααα ∩βββ | is the intersection of boxes bbbα and bbbβ .
Similarly | ααα ∪βββ | is the union of the two boxes, as shown

in Fig. 4.
The feature vector fff is constructed by

fff =

⎡
⎢⎢⎣

IoU(bbbR ,bbbD)
IoU(bbbR∩bbbD ,bbb∗)

pR
pD

⎤
⎥⎥⎦ , . . . . . . . . (2)

where bbb∗ is the smallest box that contains bbbR∪bbbD.
Finally, the decision tree based on the four components

in fff selects one of the following four boxes as the output:
bbbR, bbbD, bbbR∩bbbD, and bbb∗.
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Fig. 4. Intersection-over-Union illustration.

4. Experiment and Evaluation

The dataset used in our experiments was taken from
an open-access dataset provided by Ji et al. [8]. It has
770 RGB TripleSat-satellite images that contain landslide
areas. The study site is in Bijie city, which is located in the
northwest of Guizhou province, China. It covers an area
of approximately 27,000 m2 [8]. Guizhou province is lo-
cated in the plateau region of southwest China, and it has
extensive carbonate rock distribution and karst develop-
ment. This province suffers from various kinds of geolog-
ical disasters, such as debris flows, landslides, and ground
cracks due to large crustal uplift and deformation [8].

All images in the dataset were captured from May to
August, 2018. The dataset also provides grayscale im-
ages that represent the digital elevation models (DEM) of
those RGB images. The ground-truth images are also in-
cluded in the dataset. The sizes of the satellite images
vary, depending on landslide regions in the images. The
RGB image resolution is 0.8 m, and the accuracy of the
DEM elevation is 2 m.

In our experiments, we randomly divided the dataset
into two sets: a training set and a testing set. The training
set consists of 700 images, and the testing set comprises
70 images. The RGB images in the training set were used
to train the Faster R-CNN to detect landslide areas in the
RGB images. Similarly, the DEM images were used to
train another Faster R-CNN to detect landslide areas in the
DEM images. The structure of the Faster R-CNN is illus-
trated in Fig. 1. The dimensions of the input of ResNet-50
are 32×32×3. The anchor sizes are 16×16, 16×32, and
32× 16. The optimizer is the stochastic gradient descent
with momentum. The initial learning rate is set to 0.001.
The minibatch size is set to 1. The number of epochs is
set to 7.

To train the classification tree, we first calculate a class
score γ , defined by the following equation:

γ = max{IoU(bbbR ,bbbG), IoU(bbbD ,bbbG),

IoU(bbb∗,bbbG), IoU(bbbR∩bbbD ,bbbG)}, . . . . (3)

where bbbG is the ground-truth box.
Targets (classes) used in the tree training process were

assigned by the following criteria. If γ = IoU(bbbR ,bbbG),
the tree classifies the feature vector fff as of the bbbR class,
and the resulting box is bbbR. If γ = IoU(bbbD ,bbbG), the tree

classifies fff as of the bbbD class, and the resulting box is bbbD.
If γ = IoU(bbb∗,bbbG), the tree classifies fff as of the bbb∗ class,
and the resulting box is bbb∗. If γ = IoU(bbbR∩bbbD ,bbbG), the
tree classifies fff as of the bbbR∩bbbD class, and the resulting
box is bbbR∩bbbD.

Five measures are used to evaluate the proposed
method: accuracy, precision, recall, F-measure, and
IoU [16–19]. Let N be the total number of pixels of the in-
put image. Let TP, TN, FP, and FN be the numbers of true-
positive pixels, true-negative pixels, false-positive pixels,
and false-negative pixels, respectively. The accuracy is
the ratio correctness of prediction from both positive and
negative classes.

Accuracy =
TP+TN

N
. . . . . . . . . . . (4)

The precision is the completeness of an answer with
respect to a positive class domain.

Precision =
TP

TP+FP
. . . . . . . . . . . (5)

The recall is the completeness of getting all correct an-
swers.

Recall =
TP

TP+FN
. . . . . . . . . . . . (6)

The following equation formulates the F-measure:

F-measure = 2× precision× recall
precision+ recall

. . . . . (7)

The accuracy, correctness, and completeness measures
range from 0 to 1; the higher the value, the better the per-
formance.

We use the F-measure instead of other measurements
such as success rate (SR) and modified SR (MSR) [20]
because of the following reasons. First, according to the
definition of SR, SR is the ratio between the number of
successfully predicted landslides and the total number of
actual landslides. In other words,

SR =
TP

TP+FN
. . . . . . . . . . . . . (8)

Thus, SR is the recall. It can be seen that SR does not
take false positives into consideration. MSR is a modified
version of SR that considers false positives. It is defined
as

MSR =
1
2

(
TP

TP+FN

)
+

1
2

(
TN

FP +TN

)
. . . (9)

It should be noted that MSR weights true positives and
true negatives equally. In our opinion, MSR is not suit-
able for landslide detection in satellite images where most
landslide areas are small in comparison with the input
satellite images. The reason is that TN in such a case is
high even though the algorithm does not correctly detect a
landslide area. Therefore, the F-measure, which also con-
siders false positives but ignores true negatives, is more
suitable than MSR in this sense. We chose the F-measure
because it is a measure that tells the overall performance
of the completeness of getting the ground-truth solutions
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Table 1. Performance comparison between the proposed
method and the Faster R-CNN models.

R-CNN R-CNN Proposed
(RGB) (DEM) method

Accuracy 0.97 0.97 0.97
Precision 0.85 0.87 0.86
Recall 0.64 0.75 0.77
F-measure 0.71 0.78 0.79
IoU 0.61 0.66 0.67

and accuracy of the results.
In this study, we compared the proposed method to the

Faster R-CNN models that were trained to solely detect
landslide areas from RGB or DEM images. The experi-
mental results are shown in Table 1.

It can be seen that the proposed method is better than
the Faster R-CNN model for the RGB satellite images
in all measures. It is also slightly better than the Faster
R-CNN model for the DEM images in almost all mea-
sures, except the precision. Therefore, the results of this
study support the idea that combining information from
two neural networks with the classification tree can re-
sult in overall performance improvement. Examples of
the results of each model are shown in Fig. 5, and Fig. 6
compares the results.

5. Discussion

The proposed method shows that combining the two
Faster R-CNN models can enhance landslide detection
performance compared to using only one model. The
evaluation results show that the proposed method outper-
forms the model for RGB images. It is slightly better than
the model for DEM images in all measures except the pre-
cision. It should be noted that, in practice, DEM images
alone cannot be used to analyze landslide detection.

As demonstrated in this study, the improvement from
combining the two models might not be of general sig-
nificance since the combination model we used in this
study is a simple decision tree with only four features. We
will study the methods of combination models such as a
Dempster-Shafer theory [21] for our future work. Besides
the combination model, the object detection accuracy and
the training dataset also affect the proposed method. The
region-based object detection can locate the object only
in the bounding box. Currently, there are other techniques
to detect an object, such as pixel-based object detection.
Moreover, pixel-based classification methods are avail-
able for object detection [22, 23], which we will use in
our future research.

Another issue to be discussed in this section is a per-
formance comparison between the proposed method and
the Faster R-CNN [9], of which its input is a combina-
tion of satellite image and DEM image. This compari-
son aims to examine the results from two cases: output-
level combination and input-level combination. The per-

formance comparison is shown in Table 2. It can be seen
that both output-level-combination case and input-level-
combination case are comparable. However, the pro-
posed method (i.e., a model with output-level combina-
tion) has two advantages over the Faster R-CNN with the
input-level combination. First, the model with the output-
level combination is more flexible than the model with
the input-level combination. The reason is that the lat-
ter always requires the DEM image as a part of its in-
put. In contrast, the former does not, i.e., the DEM image
is not mandatory. Second, the model with output-level
combination has room for improvement as a combination
model, as mentioned earlier in the previous paragraph.

6. Conclusion

This paper reported the performance improvement of
landslide detection in satellite images, based on convolu-
tional neural networks with a classification decision tree.
The contribution of this paper is that we experimentally
show that combining two Faster R-CNN models with a
simple decision tree can result in better evaluation scores
than those obtained by the Faster R-CNN model alone.

We trained two Faster R-CNNs to detect landslide ar-
eas. The first model’s input is the RGB satellite image.
The second model’s input is the grayscale DEM image.
A feature vector is then constructed from the outputs of
both models before it is fed to a decision tree. The deci-
sion tree is trained using features in the feature vector to
select or combine the output boxes from both models. The
experimental results showed that the proposed method is
better than the Faster R-CNN model for RGB satellite im-
ages in all measures. Furthermore, it is also slightly better
than the Faster R-CNN model for the DEM images in al-
most all measures, except the precision.
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