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Studies on disaster countermeasures utilize extensive
simulations of earthquake, tsunami, people evacua-
tion, and other targets, generating enormous amounts
of data. The continuing development of computational
capability has facilitated the increase of the simula-
tion data size and the utilization of such “big data”
has become a serious problem. With this background,
the present study proposes, from the viewpoint of in-
formation science, the simulation data warehouse ap-
proach for the interactive analysis of large simulation
data and describes a method of realizing a data ware-
house. An objective of this study is to integrate differ-
ent simulation data sets and enable exploratory analy-
sis of multiple accumulated simulation data with high-
speed response by data preprocessing. Further, the de-
veloped prototype system architecture and a case ex-
ample of its use are explained.

Keywords: data warehouse, disaster information, simu-
lation data, spatio-temporal databases, interactive analysis

1. Introduction

In scientific fields, the amount of data has been increas-
ing enormously owing to the development of information
technologies, high performance computers, and high ca-
pacity storage. The science of managing large data is fre-
quently called data science and has attracted attention
as a new direction of science. In this study, we focus
on simulations conducted in different fields. A massive
amount of data is generated in these simulations and data-
intensive computing, which aims to use these data, now
receives attention as the “fourth paradigm” of science [1].

Many simulations are conducted to analyze earth-
quakes, tsunamis, and other disasters. Because the sim-
ulations are performed many times using different con-
ditions and parameters, the data volume becomes large.
The simulation results are frequently compared or inte-
grated with other simulation data for advanced analysis,
which could also be utilized in future studies. The idea of
managing the simulation data corresponds to the above-
mentioned fourth paradigm. The amount of data produced
from today’s simulations is increasing and hence, techni-
cal development for the effective use of big simulation

data is strongly required. In particular, support for ex-
ploratory analysis, which is characteristic to science, and
support for instantaneous interactive responses to analy-
sis requests for big data are desired. With this in mind, a
system technique is developed in this study.

For spatio-temporal simulations addressing tempo-
ral and spatial information, the present study focuses on
the technical development of a data warehouse where a
large amount of simulation data is managed and analyzed.
Earthquake and tsunami simulations [2] are selected as
examples and a system is designed and developed consid-
ering the requirements of this field. In the following, a
system architecture and implementation technique is de-
scribed and an interface and functionality of the devel-
oped prototype for data analysis are explained.

The paper is organized as follows. In Section 2, the
requirements for simulation data analysis are explained.
Section 3 is devoted to a description of the data warehouse
that is used as a base for the present study. The architec-
ture of a prototype system and a realization method for the
system are presented in Section 4. In Section 5, the devel-
opment approach for the simulation data warehouse for
the target simulation data is provided. Case examples of
queries and visualization are presented in Section 6 and
the problems identified in the development of the proto-
type are explained in Section 7. In Section 8, related stud-
ies are introduced and a summary is offered in Section 9.

2. Simulation Data Analysis

The majority of disaster simulations have a simulation
target of a particular area and calculate temporal varia-
tions in the area after the disaster. For example, a tsunami
simulation calculates the flood depth at each site by time
period. An evacuation simulation calculates the location
where evacuees can be found by time period. The cap-
tured simulation data links the temporal information such
as the time of occurrence of a disaster to the spatial infor-
mation such as the coordinate of an evacuee’s location.

Let us consider damage status analysis as an example
of an analysis using disaster simulation data. For the anal-
ysis, it is assumed that an analyzer specifies the scale and
location of an earthquake and integrates multiple sets of
earthquake simulation data. Suppose we have a request

Journal of Disaster Research Vol.11 No.2, 2016 255

https://doi.org/10.20965/jdr.2016.p0255

© Fuji Technology Press Ltd. Creative Commons CC BY-ND: This is an Open Access article distributed under the terms of 
the Creative Commons Attribution-NoDerivatives 4.0 International License (http://creativecommons.org/licenses/by-nd/4.0/).

http://creativecommons.org/licenses/by-nd/4.0/


Zhao, J. et al.

for the integrated analysis of earthquake intensity in the
center of Tokyo, damage from a tsunami, and evacuation
status of the people in the event of an earthquake at the
seismic center x offshore Chiba Prefecture of magnitude
y that occurs at noon on a weekday in April. To respond
to this request, it is necessary to identify and extract the
simulation data from the database that matches the condi-
tions.

Analysis, however, is usually made in an exploratory
manner. Analysis is not made initially on the details of the
simulation data directly. Data are observed from multiple
viewpoints to identify the important data and then, for a
more detailed analysis, the data are further investigated.
For instance, the query “Calculate the number of people in
each cell of a rough mesh of 1 km × 1 km by aggregating
evacuee data in the specified area after the occurrence of
the earthquake” can be instantaneously executed, if the
functionality of grasping the people distribution in each
cell is available by techniques like visualization, which is
useful for analysis.

In business, data warehousing is known as a technology
for supporting the analysis of big data in an exploratory
and interactive manner [3–5]. Data warehousing is a sys-
tem to realize efficient interactive analysis by data prepro-
cessing in the database. Unlike an ordinary database, data
in a data warehouse does not require updating and hence,
the data can be reorganized for analysis.

Knowing the demand and background, in the present
study we utilize the data warehouse technology for the
integrated and interactive analysis of simulation data. In
particular, with an emphasis on spatio-temporal data such
as disaster information, system techniques are developed
addressing the characteristic data and distinctive analysis
properties in this field. We therefore use a new term, sim-
ulation data warehouse, for a data warehouse specialized
for simulation data. Because temporal and spatial infor-
mation are both involved in the spatio-temporal simula-
tion, it is important to provide supports corresponding to
them, such as constructing spatial index that aims to op-
timize query processing. Further, because it holds more
exploratory aspect in scientific domain comparing to the
business field, it is necessary to analyze data interactively
using a trial and error process.

3. Data Warehouse Technology

Unlike a conventional database that is updated by
adding or deleting data, a data warehouse requires data
reorganization in an appropriate form for the analysis of
accumulated data and the data in the data warehouse must
be configured in such a manner that interactive analysis
can be realized from various perspectives. This require-
ment was pointed out in 1993 by E. F. Codd, a proponent
of relational data models. This type of analysis, called
OLAP (On-Line Analytical Processing) [6], requires a
multi-dimensional-structured database. Data warehouse
(DWH) [3–5] was proposed at approximately the same
time. It shares the motivation and purpose with OLAP.

Fig. 1. Example of concept hierarchy.
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Fig. 2. Example of data cube.

However, DWH is more system-oriented.
One of the basic concepts often used for data ware-

house is concept hierarchy. A single concept hierarchy
is assigned to each domain. For example, the concept
hierarchies presented in Fig. 1 are used in a data ware-
house for collecting and analyzing the sales of a com-
pany that sells electric appliances throughout the country.
For “Item,” there is a hierarchy of category and product
names. For “Period,” there is a hierarchy of year, quarter,
week, month, and day. For “Area,” there is a hierarchy
of region, prefecture, and city. For example, an analysis
command such as “Analyze the data of total sales amount
of LCD televisions in the Prefectures in 2014, and ag-
gregate the total sales amount by various combinations of
prefecture and month.” can be made based on the con-
cept hierarchy. A variety of analyses can be executed by
changing the levels and combinations of the concept hier-
archies in a flexible manner or using various calculation
functions.

Significant research and numerous data warehouse and
OLAP developments have been undertaken. In particular,
the data cube created by Gray et al. had an important im-
pact [7]. A data cube is a data model used for analysis.
It is obtained by arranging the requirements of a multi-
dimensional data analysis and target data conceptually
expressed as a multi-dimensional cube. Fig. 2 presents
sales information in the form of a three-dimensional data
cube where each cell contains a statistical quantity such
as amount of sales. Using calculation tools to process the
data cube, one can make a variety of analyses.

In today’s commercial relational database management
systems (RDBMS), the basic functions of a data ware-
house exist, making this appropriate to be used as the ba-
sis for the development of a simulation data warehouse
system. MDX (MultiDimensional eXression) [5, 8] is fre-
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quently used in the interface for RDBMSs. It is im-
plemented in Microsoft SQL Server [9] and has become
the commercial system de facto standard. The format of
MDX is similar to that of SQL and is written as follows.

SELECT
Member selection ON COLUMNS,
Member selection ON ROWS

FROM <cube name>
[WHERE conditions specification]

This instructs a multi-dimensional cube to create a two-
dimensional tables. ON COLUMNS specifies the content
along the vertical axis and ON ROWS is the content along
the horizontal axis. Member selection specifies a
dimension and level from the concept hierarchy. In the
WHERE field, conditions for the data cube are set. In the
present study, MDX is implemented in the system.

4. Configuration of Prototype System

4.1. System Architecture
The architecture of the constructed prototype system

is illustrated in Fig. 3. All of the simulation data are
stored in the data warehouse. For the management of the
data warehouse, a commercial RDBMS, Microsoft SQL
Server [9], is employed. Because the system includes the
basic functionalities of the data warehouse that contains
a multi-dimensional data cube, interactive analysis can be
performed efficiently using these built-in tools.

GeoServer [10] is an open source server software for
sharing and editing geographic information. Access to the
spatial database is made upon request and geographic in-
formation stored in the database is extracted as a diagram
in vector or raster model. The software also has various
functions to address geographic or spatial data.

Analyzers use a web browser as the analysis interface.
To display a map on the browser, JavaScript for manag-
ing geographic data on the browser and OpenLayers [11],
a library of CSS (Cascading Style Sheets), are used. For
the management of information other than maps on the
browser, the ASP.NET framework of Microsoft is in-
cluded. This makes queries to the database in the backend
and collects the results from the database. It also saves the
data results to the database for reference by GeoServer.

4.2. Data Warehouse Functions of Microsoft SQL
Server

In this section, the data warehouse functions of Mi-
crosoft SQL Server used to realize the prototype system
are introduced. The data warehouse functions of SQL
Server are called multi-dimensional modeling functions
and are included in the SQL Data Server Tools [12].
These basic functions are also provided by other com-
mercial RDBMSs and hence, the implementation ap-
proach proposed in the present study can be used for other
RDBMSs.

For the development of a multi-dimensional data cube,

GeoServer Microsoft
SQL Server

Map
DisplayRequest

Request

Result

ResultQuery

Data
Warehouse

Analyst

Collect
Results

Browser
OpenLayers3 ASP.NET

Fig. 3. Prototype system architecture.

it is necessary to specify a target database and then de-
velop a fact table that presents the collected informa-
tion and dimension tables that present the dimensions
for analysis. The fact table is uniquely determined once
the target data are specified. Therefore, a major task is
to develop the dimension tables considering concept hier-
archies. Then, the cube wizard is used to develop a data
cube and attributes of each dimension are added or deleted
to develop the desired structure of the data cube. Deploy-
ment is required to permit an actual analysis using the data
cube.

One of the analysis methods with a data cube is to
use the OLAP function, which is a standard function
of SQL. However, although this function is standard-
ized as SQL/OLAP [13–15], there are only a small num-
ber of RDBMSs that implement the extended functions.
Therefore, to implement OLAP in the prototype system,
MDX [5, 8] is provided as the query language for the SQL
Server.

Because queries of this prototype system contain
“narrowing-down” processing of data on a map, spatial
indexing, a function of the SQL Server, is applied to the
data as required. Consequently, a significant improvement
of the response speed, in particular in the analysis of nar-
row areas, can be expected.

5. Development of Simulation Data Warehouse

5.1. Objective Data Sets and System Requirements

For the development of the prototype system, we
obtained two sets of simulation data, earthquake and
tsunami. One is the flood depth data of a tsunami in Kochi
City after the occurrence of an earthquake, provided by
Koshimura’s group at Tohoku University. The other set
of data is the evacuation simulation data of the people
flow in the same place, Kochi, and obtained from Seki-
moto’s group of the University of Tokyo. The sample of
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the people flow that we use in the present study was ob-
tained from the simulations of approximately 40 thousand
people conducted based on person trip data after the oc-
currence of the earthquake.

Because there was a difference in the target area and
simulation length between the two sets of data, prepro-
cessing and adjustment of the data sets were performed.
The flood depth was simulated every 30 seconds on a
3,504×2,364 grid and three-hour data of the flood depth
were recorded starting from the occurrence of the earth-
quake. The people flow data were those collected for six
hours under the conditions where the earthquake occurred
at 9:00AM and the peak of the evacuation was 60 minutes
after the occurrence of the earthquake. The data were
recorded every ten seconds. To address the flood depth
data areas, the finest area grid of the data cube was set to
4,096× 4,096. (Hence, some grid cells do not contain
data.) Each grid corresponded to a size of 10 m × 10 m
in real space. The coordinate values of the people flow
data was easily assigned to each grid cell. The starting
time was set to 9:00AM as the people flow started at that
time and the ending time was set to three hours after that
because the flood depth data were for three hours. The
minimum time division was set to ten seconds. Hence,
the same flood depth value was repeated three times.

In order to meet the requests for earthquake and
tsunami analysis, the following requirements for the data
set were applied.

1 Integrated analysis must be permitted for multiple
sets of data. In the present study, two simulation data
sets (flood depth and evacuee flow) were used. This
is an essential requirement because multiple sets of
data must be integrated to analyze and forecast dam-
ages.

2 Interactive analysis must be permitted using user in-
terfaces including a visualization functionality. In
particular, parameters and restriction conditions of
the simulation data must be adjustable. For the visu-
alization, a function of zooming in/out on a map is
also necessary.

3 To realize interactive analysis, response time must
be in an appropriate range, even for large data. In
the present implementation of the system, the target
response time must be one second or less.

In this study, Requirement 1 is satisfied by developing
a data cube on the assumption of an integrated analysis
scenario. The Requirement 2 is addressed using software
(GeoServer) to display the geographic and spatial data. To
meet Requirement 3, a prior arrangement of the data was
undertaken for constructing the data cube. This ensures a
compact statistical data set and a short response time for
the expected basic processing.

5.2. Development of Data Cube
Although many possibilities can be considered for the

integrated analysis of the data, the present prototype uses
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Fig. 4. Data cube for the prototype system.
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Fig. 5. Concept hierarchy for time dimension.

three dimensions, i.e., time, area, and flood depth of the
tsunami, to assume a scenario of analyzing the number of
evacuees. Fig. 4 illustrates the data cube created based on
these considerations. Each cell of the data cube can be
accessed using a key of the three dimensions, time, area,
and flood depth of the tsunami, and each cell contains the
number of evacuees as a fact. It should be noted that not
all three dimensions are necessary for the analysis. For
example, one can perform an analysis using only the time
and area dimensions.

In order to extract strategic knowledge from a data
cube, it is necessary to view its data at several levels of
detail. In our case, an analyst may want to view the dis-
tribution of evacuees on the map at a finer granularity or
a coarse granularity. Hierarchies of dimensions enable it
by defining a sequence of mappings relating different di-
mension levels.

In the following segment, we explain how the concept
hierarchies of each dimension of the data cube were set.
Details of the developed database schema are presented
in Appendix A. First, for the time dimension, the maxi-
mum time period was set to one hour and the minimum
time period to ten seconds. Between them, a hierarchy of
time periods of 30 minutes, ten minutes, five minutes, one
minute, and ten seconds was set. Fig. 5 is a representation
of the hierarchy. At each level of the concept hierarchy,
sequence numbers starting from zero are assigned.

For the area dimension, the space was divided into grid
cells to which sequence numbers are assigned. In the con-
cept hierarchy, a single cell of the entire dimension is the
highest class and the cell is divided to 2× 2 to obtain the
second level. The cells of each level are further divided
until 4,096× 4,096 = 212 × 212 cells are obtained. This
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Fig. 6. Concept hierarchy for area dimension.

Fig. 7. Concept hierarchy for flood depth dimension.

process creates 13 levels, which are indicated in Fig. 6.
The cell number in each level is determined by the z-order
method [16], which assigns relatively similar numbers to
the cells located close to each other in a two-dimensional
plane for easy calculation of the numbers.

For the flood depth dimension, a concept hierarchy of
three levels was created as displayed in Fig. 7. In this
study, the levels are defined by the divisions 1 m, 0.5 m,
and 0.25 m, respectively.

Based on the above setting of the dimensions, a query
in the MDX language setting the level of each dimension
can be issued. For example, the query could be “Obtain
the total number of evacuees in each cell with a 10 minute
division for the time dimension, 16× 16 divisions for the
area dimension, and 0.5 m interval for the flood depth di-
mension.” One can use a part of the dimensions (e.g., not
use the flood depth), set a range to the dimensions (e.g.,
calculate only from 9:00AM to 10:00AM), or change the
aggregate functions (e.g., average, maximum value, or
other).

An RDBMS with data warehouse functionality has a
function of partial prior data arrangement according to
possible patterns of queries in order to accelerate response
processing when queried [3, 5]. Further, high-speed query
processing can be realized by combining values that are
partially calculated in advance.

Regarding data warehouse size, the data cube’s main
body (fact table) is dominant in size in the data ware-
house. Because the time division is ten seconds in
the finest division level, and the number of divisions is
3 × 60 × 60 ÷ 10 = 1,080 for three hours. The spa-
tial grid size is 4,096 × 4,096 and the flood depth di-
mension is divided to eight divisions. Therefore, if the
value of a single cell is presented in 4 bytes, we have
4×1,080×4,096×4,096×8 (bytes) = 540 (GB). How-
ever, the actual measurement data size in the entire data
warehouse was 8.2 GB. This is because not all cells have
values and data compression is performed by the SQL
Server. In the present implementation, fine divisions were
used. However if ten-second divisions or 10 m × 10 m di-
visions are not necessary, the data cube can be made more
compact.

Fig. 8. Image of the user interface.

6. Case Example of Query and Visualization

The user interface (web browser) used for the anal-
ysis in the prototype system can easily set parameters
and the narrowing-down condition (e.g., start time, end
time). An image of the user interface is presented in
Fig. 8. It is a two-layer image with people flow data in
a heat map format, which is the result of the query, pre-
sented on an administrative division map in Kochi Pre-
fecture. An approximate number of evacuees in each cell
can be found using two slide bar to interactively change
the time and flood depth. The area level can be changed
using the zoom-in/out function. Every time the designa-
tion changes, a new query in MDX language is issued to
the backend SQL Server and new total values are calcu-
lated and presented. Analyzers can perform analyses us-
ing these functions and gradually narrowing-down the ar-
eas from a wide map to a narrow map.

Figure 9 is an example of the zoom-in function. In this
example, the maximum number of evacuees in each area
in the specified time period from the start time to the end
time is presented as a heat map. In this case, we assume
that the analyzer reviewed the upper map first and was in-
terested in the central portion. The analyzer uses the “+”
icon on the upper left to zoom in and a result is presented
immediately. The area is made finer by one level and the
adjustment is automatically made by the system. In the
prototype system, the response time from when the query
was issued to when the result was displayed was approxi-
mately 0.7 seconds.

There is also another function realized implemented in
the prototype. This creates a motion picture by visualizing
a temporal change in the number of evacuees in the target
area. Presentation with a motion picture is effective for
understanding a change in a situation.

The system requirements described in Section 5.1 are
examined based on the experiment results. “Integrated
analysis must be permitted for multiple sets of data.” (Re-
quirement 1) was satisfied by the development of the data
cube. It was also verified that the system satisfied “Inter-
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Fig. 9. Zoom-in feature.

active analysis must be permitted using user interfaces in-
cluding a visualization function.” (Requirement 2), which
was a relatively simple requirement for the analysis. For
“To realize interactive analysis, response time must be
in an appropriate range, even for large data.” (Require-
ment 3), a response time less than the preset condition,
one second, was achieved. Therefore, it must be consid-
ered that the proposed prototype system satisfied all the
requirements. Because the developed system was a proto-
type with incomplete functionality, it was relatively easy
to meet these requirements. When functions are added
and expanded in the future, the requirements must be re-
viewed and a verification of the fulfillment of the require-
ments elaborated.

7. Discussions and Future Work

Through the development of this prototype, issues to be
resolved in the future were identified. The followings are
some of the problems.

• Selection of dimensions and facts: In the busi-
ness field, it is not difficult to choose dimensions
and facts. For example, the dimensions could be
“period” and “area” and the fact could be “amount
of sales.” However, in the analysis of disaster data,
flood depth could be used as dimension as in this
paper or as fact to issue the query “Visualize flood
depth data under a specified condition.” Because the
combination of dimensions and facts is not fixed, a
flexible setting of the dimensions and facts must be
possible in a simulation data warehouse. Further,
there could be a request for visualizing damage sit-
uations using certain damage indices that are deter-
mined from a combination of the number of evacuees

and flood depth. In this case, a function of incorpo-
rating a user-defined function is required.

• Conceputual hierarchy: In the present implemen-
tation, a concept hierarchy was set as described in
Section 5.2. However, a method to construct a con-
cept hierarchy when other types of simulation data
are used requires future study. In a spatio-temporal
simulation, space and time are the major dimensions
and their meaning is clear. It is, therefore, not diffi-
cult to develop a static concept hierarchy in advance.
For the dimensions of measurement values and in-
dices, such as flood depth dimension in this paper,
the setting of a concept hierarchy itself could be a
function of the analysis. Hence, it could be neces-
sary to specify a part of the concept hierarchy dy-
namically when the analysis is made. Because this
increases the query processing cost, the development
of an implementation technique would be necessary.

• Handling multiple parameters: This was not a
problem in the present prototype because the data
set was fixed. However, in general, because simula-
tions use many parameters, the method of addressing
them is a problem. For example, suppose a request
“Want to know the change of flood depth at site p
when the seismic center gradually moves from x to
y.” In this case, multiple sets of simulation data cre-
ated with different seismic center parameters must
be integrated and used. A method to accomplish this
could be a problem within the framework of the data
warehouse.

• System architecture: For the simulation data ware-
house, we used a commercial RDBMS and utilized
the data warehouse functions and spatial database
functions that it provided. This policy is effective
for the analysis presented in this paper and realizes
instantaneous responses. However, it is not sufficient
for the above-mentioned combination of flexible di-
mensions and facts. Google BigQuery [17] or oth-
ers that use parallel processing on many machines
to realize a real-time response without preprocessing
could present a computer resource or cost problem.
Dynamic data cube query processing remains under
study [18]. A database management system (DBMS)
specialized for the use of large array data, such as
SciDB [19], could be considered.

• Flexible visualization functionality: As discussed
previously, a method for visualizing an answer to a
query in a form suitable for analysis is an important
factor of realizing interactive analysis. In the pro-
totype system, a simple interface was developed for
each type of analysis. However, if the number of
analysis types or query types is considerable, the cost
would be excessive to develop interfaces for each
one. Therefore, the development of a flexible visu-
alization technique is required. As an alternative, an
approach of embedding DBMS as a component of
the visualization system [20] could be considered.
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• Realtime response for interactive analysis: In the
experiment, the response time from when the query
was issued to when the result was returned was ap-
proximately 0.7 seconds, which was sufficient to re-
alize interactive analysis. In the case of a longer
simulation time, the data cube domain that the sys-
tem accesses for visualization processing does not
change significantly, and hence, a similar response
time could be expected. In the case of larger people
flow data, the data are arranged when the data cube
is constructed and hence, there is no influence on the
response time. More dynamic and advanced queries,
however, could be influenced by an increase of the
amount of data. An improvement and expansion of
queries for assisting data exploration and develop-
ment of efficient processing techniques are required.

• Advanced analysis functionality: To consider a
more advanced analysis function, let us use the query
example of “Identify all seismic centers having a
flood depth more than 1 m at site x with the parame-
ters other than the seismic center being fixed to spec-
ified values.” It is possible to answer this query be-
cause the data necessary required for the answer exist
in the data warehouse. However, the problem is how
to express the query and how to process it efficiently.
A query language that can describe such a query in a
simple manner could be necessary.

• Cooperation with other systems Some analyses
could require cooperation with other systems. An ex-
ample is cooperation with visualization processing.
For some queries, advanced visualization is required
for presenting the analysis process or analysis result.
In these cases, coordination with a dedicated visual-
ization system would be a practical solution. Further,
if advanced statistical processing were required for a
part of the target data, coordination with a statistical
processing such as R would be necessary. To incor-
porate domain-dependent analysis processing into a
system, a function of incorporating into the system
and executing a user-defined function provided by a
user would be necessary.

8. Related Studies

Studies on data warehousing and OLAP have been pri-
marily in the business field. However, data warehousing
has also been developed for spatio-temporal data closely
related to the present study. Explanations and surveys can
be found in chapter 11 of [5] or in [21]. The method of
developing a concept hierarchy using the inclusion rela-
tion between spatial areas, used in the present study, was
also employed in conventional spatial data warehouses. A
spatial database technology was developed and has been
realized as an implementation technique for the efficient
utilization of spatial index [22, 23]. Further, efforts to ex-
pand a data model [24] to incorporate the semantics of a
geographical space or to introduce a more flexible space

division method [25] have been made.
The majority of the studies on spatial data warehouses

use geographical data and aim to analyze statistical infor-
mation (e.g., population distribution). In addition to the
spatial information, time information may also be utilized.
From this perspective, the data warehousing of movement
tracking data such as in [26] is technically closely related
to the present study as it integrates and arranges continu-
ous spatio-temporal information. One of the characteris-
tics of simulations is that they use not only spatial infor-
mation but also time information. Further, it is sometimes
difficult to determine whether a certain kind of informa-
tion, such as flood depth in this paper, should be treated
as a dimension or fact. Because various experimental pa-
rameters and conditions are set in simulations, how to an-
alyze in an integrated manner the simulation experiments
conducted with different parameters could be a problem.
Previous conventional studies did not encounter this issue.

The present study aimed to support exploratory anal-
ysis. For the exploration of data cubes with data ware-
house and OLAP, studies have been made primarily in the
business field [27–29]. An example of the studies was to
identify an exception from a data cube to support a user’s
data exploration. In [27], indices of exceptions are calcu-
lated in advance to guide analyzers for data exploration.
In a different approach [28], interestingness is calculated
based on the context of the user. In [29], advanced oper-
ators were proposed for user’s data exploration. The aim
of the operators was to determine an exception, as in pre-
vious studies, without excessive manual exploration.

Unlike these studies that attempted to identify “excep-
tions” defined by considering general business situations,
our study focused on earthquake and tsunami simulation
data on the assumption that users would be interested in
indices, such as intensity of damage, which were depen-
dent on the target domain. In the development, we ad-
dressed the available content of the simulation data and
focused on a combination of the flood depth and the num-
ber of evacuees, in particular on their visualization. In fu-
ture, we would like to introduce more advanced indices, in
addition to the above, to assist the user’s data exploration
for earthquake and tsunami damage analyses.

In the present system development, the implementation
is realized by utilizing the advanced data warehouse func-
tion of Microsoft SQL Server. However, it is expected that
dynamic elements could increase in the future as stated
in the previous section. In the data cube, computational
acceleration is realized by preprocessing and the prior ar-
rangement of the data. Another option is to use the hybrid
architecture of an array DBMS and processing system that
has been developed in recent years. Array DBMS systems
such as SciDB [19, 30] can efficiently manage extensive
array data and are suitable for storage and query of data
provided on a grid, such as flood depth data.

In this study, the simulation data were visualized.
There are many studies on visualization systems. Al-
though a commercial system is available, processing that
closely cooperating with database and data warehouse
needs to be studied more. For example, [31] used the
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MapReduce technology to develop an efficient visualiza-
tion system of spatio-temporal satellite data.

9. Summary

In this paper, we demonstrated the concept of simula-
tion data warehouse, architecture of a prototype system,
and case example of an interactive analysis of disaster
simulation data. As mentioned in Section 7, there remain
several problems with this study. We would like to not
only develop a new system technique but also accelerate
joint studies with specialists of earthquake and tsunami
analyses, use other simulation data, analyze the requests
for integrated analysis, and accumulate usage cases.
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Appendix A. Schema of the Simulation Data
Warehouse

Figure 10 presents the schema description of the sim-
ulation data warehouse developed in the present proto-
type. RecordID is a major key ID uniquely assigned.
EvacuationRecordTable corresponds to the fact ta-
ble. TimeKey, PlaceKey, DepthKey present foreign
keys corresponding to the time, area, and flood depth di-
mensions, respectively. Number is the number of evac-
uees in each cell. That is, this table provides the number
of evacuees from the viewpoint of time, area, and flood
depth.
TimeTable is the dimension table. TimeKey is a

major key ID. hour, min30, min10, min5, min, and
sec10 contain the sequence numbers at their respective
level of the concept hierarchy.
PlaceTable and DepthTable are both dimension

tables. Their details are omitted here.
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CREATE TABLE TimeTable(
TimeKey int NOT NULL PRIMARY KEY,
hour int,
min30 int,
min10 int,
min5 int,
min int,
sec10 int

)

CREATE TABLE PlaceTable(
PlaceKey int NOT NULL PRIMARY KEY,
AreaID1 int,
AreaID2 int,
AreaID4 int,
AreaID8 int,
AreaID16 int,
AreaID32 int,
AreaID64 int,
AreaID128 int,
AreaID256 int,
AreaID512 int,
AreaID1024 int,
AreaID2048 int,
AreaID4096 int,

)

CREATE TABLE DepthTable(
DepthKey int NOT NULL PRIMARY KEY,
cm100 int,
cm50 int,
cm25 int

)

CREATE TABLE EvacuationRecordTable(
RecordID int NOT NULL PRIMARY KEY,
TimeKey int FOREIGN KEY REFERENCES TimeTable(TimeKey),
PlaceKey int FOREIGN KEY
REFERENCES PlaceTable(PlaceKey),

DepthKey int FOREIGN KEY
REFERENCES DepthTable(DepthKey),

Number int
)

Fig. 10. Schema of simulation data warehouse.
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